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Abstract – The facial emotion detection is an area of oppor-

tunity to apply new methods of digital image processing, ma-

chine learning and deep learning. However, there are some 

facial features that are difficult to analyze by any classification 

system in RGB images. In this article, a hybrid facial recogni-

tion system is proposed which analyses images in the infrared 

plane to improve the recognition and classification of different 

facial expressions (happiness, tenderness, fear and sadness). 

The thermal images were processed by using Digital Processing 

Images to extract and segment main facial features. A Fuzzy 

Inference System is proposed to better categorize human facial 

expressions. The experiments obtained with our hybrid model 

are very promising to detect and classify basic human emo-

tions, especially to categorize happiness in individuals with 

high classification performance.  
 

Index Terms — Emotion, Fuzzy Inference System, Image 

Processing, Thermal Images 

I. INTRODUCTION 

Since the last decades, it has been questioned whether 

machines that can solve almost any activity are also capable 

of feeling emotions. Today it is known that the full range of 

human emotions are registered in specific regions of the 

brain. There are positive and negative emotions that corre-

spond to stimuli that human beings perceive through of our 

senses of our environment. Therefore, providing emotions in 

machines is a computational challenge to be addressed from 

a discipline derived from artificial intelligence, which is 

responsible for the study of emotions, known as Affective 

Computing, to design more intelligent and more humanistic 

systems and machines [1], [2], [3], [4], [5], [6], [7].  
 

A. Human Emotions 

Human emotions can be categorized as physical and cog-

nitive. Affective systems design requires an understanding 

of both [2]. An emotion generally describes a sensation or a 

feeling regarding a situation. Affective computing can be 

performed in a unimodal or multimodal way to have a better 

classification of emotional states. A psychological study 

conducted by [8] reveals that human emotions are expressed 

through visual signals of the face (55%), voice (38%) and 

language (7%). 
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B. Detection, Recognition and facial emotions  

   classification 

In the literature, different algorithms have been proposed 

to detect and classify emotions in human faces; Most of this 

works addresses the facial recognition features problem 

based on regions of interest (ROI). These features are main-

ly the eyes, the lips, the mouth, the eyebrows, even the nose. 

These methodologies are carried out in the visible plane 

through cameras. In recent years, analyzing facial character-

istics using thermal cameras has recently attracted attention. 

However, the algorithms proposed to analyze the visible 

plane of the human face do not work correctly in the infra-

red plane [9]. Thermal images offer new perspectives to 

propose algorithms that explore all the data contained in the 

infrared plane. Infrared images are an excellent alternative 

to analyze several kinds of facial expressions in human 

faces such as gestures, lexical features and micro expres-

sions to classify emotions [10], [11], [12].  

C. Thermal Images Dataset 

Thermography is a very promising technology for face 

detection, especially when variations exist in light, in low 

light conditions or even in darkness. Different public da-

tasets were reported in literature for thermal images [11], 

[13], [14], [15]. The Asian database [12] aim to study multi-

ple emotions, consisting basically of a selection of movie 

clips from Asian regions. In contrast, LATEMO-E dataset 

[16] consist of several clips for Latinoamerica region select-

ed from specialists. Due to the limitations of stimulus re-

sponse from different video-clips in foreign languages, in 

this work, LATEMO-E dataset was selected for the human 

emotion elicitation stimuli and an own dataset composed of 

several images to induce basic emotions in students.  

 

The following video-clips was selected to stimulate hu-

man emotions: Sadness (The Boy in the Stripped Pajamas, 

The Impossible, Never Let Me Go, My Sister’s Keeper), 

Fun (Blended, The Hangover Part III, The Proposal), Fear 

(Mirrors, The Conjuring II, III and IV), Tenderness (The 

Notebook 1, Les Choristes, Pride and Prejudice, Her, He’s 

Just Not That Into You). Video clips were downloaded from 

the following official web site: 

https://doi.org/10.6084/m9.figshare.5372782.v1 

II. HYBRID MODEL 

In this section, we describe step by step our hybrid model, 

The following stages are involved in the classification of 

emotions for thermal images (Figure 1). 

https://doi.org/10.6084/m9.figshare.5372782.v1
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Fig. 1. Hybrid model for acquisition, detection and classification  

of emotions in thermal images. 

A. Image and Video Stimuli 

This work proposes different video clips and images 

stimuli to induce specific emotions in subjects. The subjects 

are students from TecNM University. Students were in-

formed of the experiment objectives. A form was signed to 

indicate the consensus about the visual projection of sensi-

tive and provocative image-sequences and movie-clips. 

B. Thermal Image Acquisition 

Temperature variation is a very sensitive task for thermal 

image acquisition. The experiment protocol consists of a 

room with illumination and controlled temperature. The 

image database has been gathered by a Fluke Thermal Cam-

era model Ti32. Figure 2 displays a sample thermal image 

using this technology. 

 

Fig. 2. Sample thermal image 

C. Pre-Processing of Thermal Images 

In this stage, two pre-processing techniques are done so 

that the image can be analyzed properly by our hybrid mod-

el. The best way to convert a grayscale image from a ther-

mal image, each color component Red(x,y), Green(x,y) and 

Blue(x,y) is transformed as follows [17]: 

 

   (   )      (   )        (   )       (   )    (1) 

  

Where the following coefficients: kRed, kGreen and kBlue are 

the weighted sum of the RGB components, thus thermal 

image I(x,y) is transformed into a greyscale image. This 

article proposes the chrominance values KRed=0.2989, 

KGreen=0.5870 and KBlue=0.1140.  Figure 3 shows the results 

of this grayscale transformation. 

 

Fig. 3. Grayscale thermal image 

Cropping the face is done by the Viola-Jones algorithm 

[18][19], this method was originally conceived for face 

detection in images. One of its characteristics is its high 

capacity to detect facial features (face, nose, eyes, mouth), 

however it is not capable of recognizing such features. This 

is one of the main reasons to use this algorithm for classifi-

cation activities. 

  

The first stage of Viola-Jones method applies small detec-

tion windows (24x24, 20x15) into an image and determine if 

a feature is found, otherwise window size is increased by a 

factor of 1.25 and the process is repeated until the detection 

window is the same of the original image. The algorithm 

can find 160000 features approximately in an image with a 

window size of 24x24. 

  The second stage creates a new image representation by 

using an Integral Image. This integral is the sum of all pixels 

above and to the left in a single pixel (x,y) on the grayscale 

image: 
  

  (   )  ∑ ∑  (   ) 
   

 
                     (2) 

  

The third stage uses the AdaBoost algorithm to extract the 

most relevant features and thus obtain a strong classifier 

from different weak classifiers with the lowest error on the 

training set.  

There are many similar methods for facial recognition, 

but the Viola-Jones algorithm is reported in literature as 

highly efficient for face detection. Finally, the remaining 

parts of the image are removed to facilitate the following 

Region of Interest (ROI) stage. 

D. Region of Interest (ROI) 

Viola-Jones algorithm is proposed in our model to detect 

mainly the face and mouth of subjects in the training dataset 

to obtain the different region of interest. The procedure of 

training Haar cascade used by this algorithm sometimes fails 

to obtain the ROI's for visible images, this limitation was 

overcome by selecting the bigger bounding box automatical-

ly from multiple regions of interest (See Fig. 4). 

 



BONILLA-HUERTA, Edmundo et. al. HYBRID MODEL RECOGNITION AND CLASSIFICATION OF HUMAN EMOTIONS… 17 

 
Fig. 4. Multiple mouth detection 

 

E. Feature Extraction 

In this stage, the most descriptive regions of interest are 

extracted from the facial thermal images: mouth and eyes. 

This article proposed to analyze the mouth region where 

emotion outlets arise such as happiness and sadness (See 

Fig. 5). 

 
Fig. 5. Mouth detection 

Several steps are involved for this stage. First, the ROI 

was binarized by using a threshold according to Otsu Meth-

od. This method of segmentation is proposed to select a 

threshold automatically that allows a better separation be-

tween object and background from an image [21, 22].  This 

method requires calculating the image histogram as shown 

in the following expression: 

 

    ( )  ∑ ∑  (   ) 
   

 
                 (3) 

 

The probability of each gray level is shown as follows: 

 

 ( )  
    ( )

   
                            ( ) 

 

Where nxm is the number of pixels in x-axis and y-axis 

respectively of entire image. Thus, the image to be binarized 

after mouth detection contains two objects: the mouth and 

the background. Within-class variance is calculated as: 

 

  
     ( )    

 ( )     ( )    
 ( )         (5) 

 

The weights represent the probability of being in the i
th

 

class, each being separated. Finally,   
 are the variances of 

these classes. The basic idea is to minimize the intra-class 

variance and to maximize the inter-class variance as indicat-

ed in the following equation: 

                                       
       

                               (6) 

 

The result of this process is shown in Figure 6. 

 

 

Fig. 6. Binarized image of Mouth according Otsu method 
 

Second, a Freeman chain code was applied to obtain the 

contour of ROI (See figure 6b). In order to obtain the mouth 

contour by using chain coding from the binary image Ib(x, 

y), this procedure is based in general moments defined as 

follows: 
 

     ∫ ∫   
 

  

 

  

    (   )                 ( ) 

 

Where f(x, y) indicates mouth contour is equal to 1, in the 

otherwise 0 for the remaining plane of image (background). 

The integral curvilinear from expression can be calculated 

by using chain code from mouth contour: 

 

        ∫ ∫   
  

     

 

 

        

 

 

     
∫   
 

       

                     ( ) 

Thus, the contour can be expressed as a double summa-

tion. The chain codes indicate the direction taken by the set 

of segments that form the border of the object, in our case 

the mouth contour. Chain codes with neighborhoods 4 and 8 

are generally proposed. This study proposed a simple 8-

neighbor direction code (See Figure 7), starting at the upper 

right and moving clockwise. 

 

 

Fig. 7. 8-connected neighbour representation for chain code 
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In Figure 8, shows the mouth contour. Based in this chain 

code, height and width are calculated to determine how 

much the mouth is opening for smiling. Only width is used 

from this contour as measurement of human emotion to 

identify the happiness in a person. This parameter is evalu-

ated by a FIS to categorize the happy emotion. 

 

 
 

Fig. 8. Contour obtained from Chain Code 

F. Fuzzy Inference System 

A fuzzy Inference System (FIS) is defined basically of 

three parts: a Fuzzifier, a Fuzzy Rule Base and a Defuzzifier 

as shown in Fig. 9 
  

 
Fig. 9. Architecture of a FIS. 

G. Fuzzifier 

Fuzzification is the process of conversion of a precise 

quantity to a fuzzy quantity [20]. Generally, this task per-

forms a transformation of data into a suitable fuzzy set rep-

resentation by using a membership function. This operation 

is achieved for input and output variables. This work pro-

posed 3 fuzzy sets as input of a FIS as and 3 fuzzy sets as 

output respectively (See Figures 10 and 11). 

 

 
 

Fig. 10. Fuzzy partition for input Mouth 

 

Fig. 11. Fuzzy partition for output Smile 

Fuzzy Rule Base 

The fuzzy rule base stores the knowledge about the prob-

lem. The fuzzy rules IF-THEN characterizes the input-

output relation of the FIS. The general form of the fuzzy 

rules is: 

 

Rule: If Input is Ai ,…, THEN Output is Bi, i=1,2...n 

 

The first part of the rule is a fuzzy proposition denoted 

antecedent and the second part is called consequent. The 

evaluation of the fuzzy rules for the proposal are defined as 

following: 

 

1. IF Mouth-opening IS slight THEN Happy IS slight 

Happy 

2. IF Mouth-opening IS moderate THEN Happy is 

More or Less Happy 

3. IF Mouth-opening is large THEN Happy is Fairly 

Happy 

 

Defuzzifier 
 

Defuzzification is the conversion of a fuzzy quantity to a 

precise quantity [20]. The Centroid method is used in this 

study, also called center of gravity, given by the following 

general expression: 
 

  
∫ 
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∫  ( )  
 

 

                                 ( ) 

 

In order to work with discrete output values, the integrals 

can be replaced by summations, as follows: 

 

  
∑   
 
     (  )

∑  (  )
 
   

                         (  ) 

 

In order to classify thermal images and detect human 

emotion, the selected measurement from feature extraction 

is analysed by a Fuzzy Inference System (FIS) to fuzzify 

and categorize the input value (Mouth-opening) as shown in 

Figure 12.  

 

Fig. 12. Mouth emotion categorised as happy=20.2%. 
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Regarding the happy smile expression in Figure 13(a), the 

binarized mouth is presented in Figure 13(b). In Figure 

13(c) mouth contour is shown. Finally, in Figure 13 (d) FIS 

shows the accuracy precision of 83.1% for emotion happy. 

 

a) 

 

b) 

 

c) 

 

d) 

Fig. 13. a) Segmented mouth emotion, b) binary mouth emotion, c) chain 

code contour, and d) emotion categorised as happy=83.1%. 

III. EXPERIMENTAL RESULTS 

In this section, we present the results obtained with our 

hybrid model. The proposed method is simulated using 

MATLAB and Fluke thermal imaging software. Images in 

this study were obtained using a camera Fluke Ti32 model, 

Handled Infrared Thermal Imager. The resolution of each 

image captured is 450x350 pixels. The focus distance in the 

experiment was defined as 2 meters from camera to subject. 

MacOs High Sierra, processor 2.9 Ghz, Inte Core i7. 

Memory 16 GB. This experiment was conducted in a con-

trolled environment, from April to September 2022. 

For the thermal image dataset, a total of 70 students par-

ticipated, ranging in age from 19 to 21, consisting of 38 

males and 32 females. Each student was informed about the 

experiment and several images were obtained to detect basic 

emotions with thermal camera, under a controlled illumina-

tion. Figure 14 presents a sequence of thermal facial images 

for each emotional state. 

 

 
a) 

 

  
b) 

 
c) 

 
d) 

Fig. 14. Four basic emotions: a) happy, b) tenderness, c) sad and d) fear 

 

Table 1, shows results the classification by using F1-score 

per class in a one vs rest through the harmonic mean of 

precision metrics and recall as follows [23]: 

 

            
                

                
 

    

         
          (11) 

Table 1. Classification of facial expressions 

Emotions F1-score 

Happy 100% 

tenderness 78% 

sad 80% 

fear 85% 
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It is observed that our hybrid model can be classified in 4 

basic emotions (happiness, tenderness, fear and sadness). If 

the opening mouth distance height measurement is analysed 

by the fuzzy logic inference system, our hybrid approach is 

very robust for the happy emotion classification when a 

smile is detected in the mouth.  

With respect to difficulties to classify facial expressions 

in thermal images, it is noted that sad and tenderness have a 

very low classification rate, due mainly that many students 

do not reflect correctly those emotions. In women the facial 

expression involves a different slightly changes in position 

head or body. Sometimes most women softly close their 

eyes or kept half-closed. In contrast in men the facial ex-

pressions are neutral, or they no shown any change in the 

facial muscles or body. To tackle this task, it is necessary to 

analyse facial micro-expressions in eyes, mouth, position of 

head and body simultaneously to achieve a better recogni-

tion rate. 

It is very difficult to compare with other works reported 

in the literature, due to different environmental conditions 

such as experimental and equipment positions, natural and 

artificial illumination, humidity and temperature controlled 

room, thermal infrared camera, camera focal distance, selec-

tion of video clips stimulus to consider several number of 

emotion expressions (positive and negative) and target pop-

ulation during data collection, would affects directly the 

tasks of data acquisition, data analysis, pre-processing and 

classification. 

 Experimental results indicates that our model is very 

competitive in finding facial expressions of happiness and 

fear. These scores suggest that stimulus‐based elicitation is 

very efficient and effective than other similar approaches 

reported in the literature.  

IV. CONCLUSION 

This paper proposes a hybrid model for the identification 

and classification of basic human emotions. As future work, 

we would combine multiple object detection techniques, 

firstly for thermal facial images for the visible image plane 

and second the infrared image plane respectively. The FIS is 

a complementary technique to classify a smiling face in 

thermal images instead of using convolutional neural net-

works. The computational challenge is to improve our mod-

el in order to obtain better results in the classification of 

basic emotional states. This hybrid model could be imple-

mented for video analysis of customers, monitoring reac-

tions in a school, airport, store, or in a hospital. 
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