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#### Abstract

This paper presents the results of the analysis of the influence of instrumental and methodical errors on the accuracy of instruments for measuring parameters of moving objects. The analysis is based on a new method for examining those errors which allows the static measurement mode to be considered as a separate measuring procedure. Based on that method there have been derived mathematical models for determining and investigating the probabilistic characteristics of the instrumental error of measuring instruments, whose output signal is quantized in value. In addition, the paper presents the results from experimental investigation of the methodical and instrumental components of an instrument for measuring ship pitch.
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## I. Introduction

The task related to improvement of measurement accuracy is among the major ones in metrological science. Successful solution of this task is one of the most important prerequisites for further improvement of measuring instruments. Very often the problem related to ensuring the necessary measurement accuracy requires the solution of tasks different in type and nature. For example, measurements of moving objects parameters carried out in dynamic mode of operation are characterized by a dynamic error which is largely due to the inertial impacts related to the primary transducer and the existing random output noises [1, 2]. This particular component of the error of the measuring instruments very often turns out to be much greater than all the other components. This is the reason why research in this area focuses primarily on the inertial component of dynamic error and its noise components [3-6].

Alternatively, underestimating the influence of the instrumental and methodical errors on the measurement accuracy in dynamic mode can lead to a significant deviation in the result. In addition, it is necessary to keep in mind that
the parameters of moving objects being measured are dynamically changing time dependent quantities and their values are most accurately defined by random functions of time [7-9]. The random nature of instrumental errors of measuring instruments and their random projection on the time coordinate of the measured dynamic quantity lead to a number of difficulties of theoretical and experimental nature in determining the influence of these inaccuracies on the measurement accuracy [10].

All of the above proves the need for defining a mathematical model of the error component in measuring dynamically changing quantities, caused by methodical and instrumental errors of measuring instruments.

## II. DIAGRAM FOR DEFINING AND INVESTIGATING MEASURING INSTRUMENTS ACCURACY IN DYNAMIC MODE OF OPERATION

Measurements in dynamic mode differ from those carried out in static mode of operation. To define the unit of measurement in dynamic mode it is necessary to define not only the unit of the quantity being measured but also its exact fixation on the time coordinate and to present the result as a function of time with all necessary characteristics that determine its properties [11].

Generally, devices for measuring moving objects parameters have sensitive elements whose inertial characteristics are significantly influenced by the rate of change of the quantity being measured and the additional impacts involved in the measuring process. Due to the dynamic character of the quantity being measured and all the other impacts the sensitive elements change their relative motion or their zero coordinate beyond the tolerances. All this leads to the appearance of dynamic errors, the values of which in some cases are commensurate with the values of the quantity being measured [12].

At the same time, however, errors of instrumental or methodical origin accrue in the measurement result [13-17]. In most cases, these errors have values that are significantly smaller than the dynamic errors. However, undetected and uninvestigated instrumental and methodical errors in the process of measuring instruments design can cause significant difficulties and unpredictable deviations of the measurement result during operation, inspection and calibration of the instruments [18-20].


Fig.1. Block diagram for determining and investigating accuracy of measuring instruments in dynamic mode of operation

Therefore, the present paper proposes a new scheme for determining and investigating measuring instruments accuracy in dynamic mode of operation. In the block diagram presented in fig. 1, the measuring instrument is structured, though conditionally, in two parallel channels. The first channel allows investigation and definition of accuracy in static mode. Measurement accuracy in this channel depends on two types of errors. Errors of the first type allow their definition and investigation to be carried out in static mode and their projection in the measurement result does not depend on the dynamically changing function of the signal being measured. In contrast, the second type of errors can be defined in static mode, but their projection in the measurement result depends on the temporal change of the signal being measured.

The second channel is for defining and investigating the dynamic error, which does not take into account instrumental and methodical errors of measuring instrument. The present paper does not aim to investigate this channel.

## III. Characteristics of methodical and INSTRUMENTAL ERRORS

The main part of methodical errors of instruments for measuring moving objects parameters are due to quantization and discretization of measuring signals. Depending on the nature of change of the informative parameter the signals used in instruments for measuring moving objects parameters are divided into four groups:

[^0]A large part of modern measuring instruments for defining moving objects parameters use digital encoders in their measuring circuits. Absolute rotary encoders have significant advantages given the conditions in which they operate. They possess high accuracy, high speed, noise resistance and informative function conversion reliability. This is the reason why the present paper will consider methodical errors caused by value quantization of continuous-time measuring signals. Fig. 2 shows that the projection of this type of errors in the measurement result depends on the temporal change of the signal being measured.


Fig.2. Continuous, value quantized signal
Characteristics of instrumental errors can normally be determined in static mode based on the relative standard and the existing calibration hierarchy.

## IV. MATHEMATICAL MODEL

The result obtained after quantization of continuous-time function $x(t)$, can be represented as sequences of intervals located at levels $k . \Delta$, i.e.

$$
\begin{equation*}
y_{q}(t)=k\left(t_{i}\right) \cdot \Delta \cdot 1\left(t-t_{i}\right), \tag{1}
\end{equation*}
$$

where $y_{q}(t)$ - quantized signal; $k\left(t_{i}\right)$ - quant number; $1(t-$ $t_{i}$ ) - Heaviside step function.

The probability of function $x(t)$ ending up in $k-$ th interval can be expressed in the time domain by the ratio

$$
\begin{equation*}
P_{t}^{k}=\frac{T_{k}}{T} \tag{2}
\end{equation*}
$$

where $T_{k}$ - time in which function $x(t)$ falls in interval $(k \pm$ $0,5) \cdot \Delta ; T$ - period of realization.

The expression of the likelihood ratios in the time domain is associated with a number of computational difficulties. On the other hand, the stationary random processes allow the expression of their probabilistic characteristics to be performed on the basis of the statistical functions of the ordinates $x$ of the corresponding processes $x(t)$. Moreover, any stationery process can be expressed by function

$$
\eta_{k}(t)=\left\{\begin{array}{lr}
1, & \text { if } k-0,5<x(t) \leq k+0,5 \\
0 & \text { in all other cases } .
\end{array}\right.
$$

Then

$$
\begin{equation*}
\frac{T_{k}}{T}=\frac{1}{T} \cdot \int_{0}^{T} \eta_{k}(t) d t \tag{3}
\end{equation*}
$$

Based on the concept presented by (3), it is possible to determine the probability of process $x(t)$ falling into interval $[(k-0,5) \Delta \div(k+0,5) \Delta]$

$$
\begin{equation*}
P_{k}=\int_{(k-0,5) \Delta}^{(k+0,5) \Delta} f_{x}(x) d x \tag{4}
\end{equation*}
$$

where $f_{x}(x)$ - probability density function of ordinates of process $x(t)$.

Many of the quantities that characterize the movement of moving objects (ships, aircraft, land vehicles, etc.) are stationery random processes with Gaussian distribution. Therefore formula (4) can be presented as follows

$$
\begin{equation*}
P_{k}=\int_{(k-0,5) \Delta}^{(k+0,5) \Delta} \frac{1}{\sigma_{x} \sqrt{2 \pi}} \cdot \exp \left[-\frac{1}{2 \sigma_{x}^{2}} \cdot\left(x-m_{x}\right)^{2}\right] \cdot d x \tag{5}
\end{equation*}
$$

where $\sigma_{x}$ is Standard deviation; $m_{x}-$ expected value of ordinates $x$.

The expected value with level-quantization will be:
$M_{x}=\sum_{k=-\infty}^{\infty} k \Delta \int_{(k-0,5) \Delta}^{(k+0,5) \Delta} \cdot \exp \left[-\frac{1}{2 \sigma_{x}^{2}}\left(x--m_{x}\right)^{2}\right] d x$.
The characteristics of methodical and instrumental error of measuring instruments which quantize the signal by level are defined by their transfer function (fig.3). With symmetrical setting of the transducer and presence of only a methodical error the interval between the successive values of the measured quantity $x_{i}$ (fig. 3,1 ) remains constant which is equivalent to the linear transfer function. The total effect of the instrumental inaccuracies is expressed in the shift of the code sectors relative to their nominal location. The shift can be defined by the deviations $\delta x_{u o_{i}}$ of the median of discrete values $x_{i}^{\prime}$, to which the transducer readings are set, relative to their nominal values $x_{i}$ (fig.3, 2).


Fig.3. Transfer function
This causes changes in the linear nature of the transient characteristics of the measuring instrument and the actual value of $x_{i}^{\prime}$ projected on the number-scale axis of the measured quantity $x$ will be:

$$
\begin{equation*}
x_{i}^{\prime}=x_{i}+\delta x_{u o} . \tag{7}
\end{equation*}
$$

Moreover, instrumental inaccuracies cause changes in the discrete values, which affects the above described methodical error characteristics. The actual operating size of discrete values $\Delta_{i}$ and the deviation from their nominal values depends on a number of technological factors, therefore it acquires a random nature and adds an additional component of instrumental nature $\delta x_{u d}$ to the methodical error and half of the actual value of the quantizing will be:

$$
\begin{equation*}
\frac{\Delta_{i}}{2}=\frac{\Delta_{k}}{2} \pm \frac{\delta x_{u d}}{2} . \tag{8}
\end{equation*}
$$

In this paper, however, this type of errors will be considered as instrumental errors, therefore the summary instrumental error will be:

$$
\begin{equation*}
\delta x_{u}=\delta x_{u o}+\delta x_{u d} \tag{9}
\end{equation*}
$$

Then, the likelihood of function $x(t)$ falling into $k$-th interval, corrected with the value of the summary instrumental error $\delta x_{u}$, will be:

$$
\begin{equation*}
P_{t}^{k \delta}=\frac{T_{k \delta}}{T} \tag{10}
\end{equation*}
$$

where $T_{k \delta}$ is the time for which the realization of process $x(t)$ is in the interval $\left[(k-0,5) \Delta-0,5 \delta x_{u o}-0,5 \delta x_{u d}\right] \div$ $\left[(k+0,5) \Delta+0,5 \delta x_{u o}+0,5 \delta x_{u d}\right]$.

All this gives grounds to write the following formula for the probability $P_{k \delta u}$, which differs from $P_{t}^{k \delta}$ in that the time $t$ is excluded:

$$
\begin{align*}
P_{k \delta u} & =\int_{\left[(k-0,5) \Delta-0,5 \delta x_{u o}-0,5 \delta x_{u d}\right]}^{[(k+0,5) \Delta+0,0} \frac{1}{\sigma_{x} \sqrt{2 \pi}} \cdot \exp \left[-\frac{1}{2 \sigma_{x}^{2}} .\right. \\
& \left.\times\left(x-m_{x}\right)^{2}\right] \cdot d x . \tag{11}
\end{align*}
$$

(5) and (11) make it possible to determine the probability of instrumental errors occurring regarding the ordinates of process $x(t)$.

$$
\begin{aligned}
& P_{\delta u}= P_{k \delta u}-P_{k}= \\
&=\int_{\left[(k-0,5) \Delta-0,5 \delta x_{u o}-0,5 \delta x_{u d}\right]}^{(k-0,5) \Delta} \frac{1}{\sigma_{x} \sqrt{2 \pi}} \cdot \exp \left[-\frac{1}{2 \sigma_{x}^{2}} \cdot(x-\right. \\
&\left.\left.-m_{x}\right)^{2}\right] \cdot d x+\int_{(k+0,5) \Delta}^{\left[(k+0,5) \Delta x_{u o}+0,5 \delta x_{u d}\right]} \frac{1}{\sigma_{x} \sqrt{2 \pi}} \\
& \cdot \exp \left[-\frac{1}{2 \sigma_{x}^{2}} \cdot \times\left(x-m_{x}\right)^{2}\right] \cdot d x .(12)
\end{aligned}
$$

If the limits of integration in (12) are changed, so that instead of the two components $\delta x_{u o}$ and $\delta x_{u d}$ the summary instrumental error $\delta x_{u}$ is used, the following formula will be obtained:

$$
\begin{equation*}
P_{\delta u}=\int_{(k-0,5) \Delta-0,5 \delta x_{u}}^{(k-0,5) \Delta+0,5 \delta x_{u}} f_{x}(x)+\int_{(k+0,5) \Delta-0,5 \delta x_{u}}^{(k+0,5) \Delta+0,5 \delta x_{u}} f_{x}(x) d x . \tag{13}
\end{equation*}
$$

Considering (13) the instrumental error variance can be determined

$$
\begin{equation*}
D_{\delta u}=\sum_{k=-\infty}^{\infty}\left(k \cdot \Delta-M_{x}\right)^{2} \cdot P_{\delta u}, \tag{14}
\end{equation*}
$$

where $M_{x}$ is the expected value defined by (6).
It should be noted that in (13) error $\delta x_{u}$ can participate only with one of its values, for instance - its estimate for the $k$-th interval. In fact error $\delta x_{u}$ is a random variable with its own probability density functions $f_{k}(z)$ in $k$-th interval. Probability $P_{\delta u}$ can be determined on the basis of double integrals of the type:

$$
\begin{equation*}
P_{\delta u}=\int_{\alpha}^{\beta} \int_{\delta}^{\mu} \frac{\rho^{2}}{\pi E_{x} E_{z}} e^{-\rho^{2}\left(\frac{x^{2}}{E_{x}^{2}}+\frac{z^{2}}{E_{z}^{2}}\right)} d x d z \tag{15}
\end{equation*}
$$

where $\rho$ is an argument in the Laplace function, i.e. $\Phi\left(\frac{E}{\sigma \sqrt{2}}\right)=\Phi(\rho) ; E_{x}=\rho \sigma_{x} \sqrt{2} ; E_{z}=\rho \sigma_{z} \sqrt{2}$.

On the other hand, solving integrals of type (15) is extremely difficult, since functions $f_{x}(x)$ and $f_{k}(z)$ do not have primitive functions that can be expressed by elementary functions. Of course, functions of type $\Phi(x)=$ $\frac{2}{\sqrt{\pi}} \int e^{-x^{2}} d x+C_{1}$ are well enough studied and to solve (14) Laplace function $\Phi(x)$ can be used. In addition, when probabilities $f_{k}(z)$ and $f_{x}(x)$ are distributed by law different from the normal one, the solutions of (14) are expressed by elementary functions.


Fig.4. Block diagram for experimental investigation
Therefore, it is most appropriate to perform the analysis of instrumental error $\delta x_{u}$ experimentally. This can be done following the diagram shown in fig. 4. In fact, the diagram in fig. 4 is used to determine the influence on measurement accuracy not only of the instrumental component $\delta x_{u}$, but also of the summary error $\delta x_{\Sigma}^{S}$ allowed in static mode of measurement. The latter is determined by the expression

$$
\begin{equation*}
\delta x_{\Sigma}^{s}=\delta x_{u}+\delta x_{m}, \tag{16}
\end{equation*}
$$

where $\delta x_{m}$ is the methodical component.


Fig. 5. The set of values $\varepsilon_{i}$
The measurements following the diagram in fig. 4 are performed along two parallel measuring circuits. The first circuit includes the studied measuring instrument at the output of which a value-quantized signal is obtained. The signal from the second circuit passes through reference measuring instrument at the output of which a discrete-time signal is obtained. The difference between the output signals of the two measuring circuits represents a set of values $\varepsilon_{i}$, arranged in successive time intervals $t_{i}$, which is illustrated in fig. 5 . The set of values $\varepsilon_{i}$ represents random variable $\varepsilon$, which defines the characteristics of summary error $\delta x_{\Sigma}^{S}$. The properties of error $\delta x_{\Sigma}^{S}$ are determined by the first moment $M_{\varepsilon}$ and the second moment $D_{\varepsilon}$ of the random variable $\varepsilon$.

Experimental studies were performed with a prototype of an instrument for measuring ship pitch at the output of which a value quantized signal is obtained. The reference signal is set by a simulation stand which is a hexapod with six levels of freedom. The results of the experimental study are presented
in fig. 6 in relative units. Fig. 6 shows that with small variances and expected values of the ordinates of measured quantity $x(t)$ error variance $\delta x_{\Sigma}^{S}$ has values close to zero. The limit value of the variance of summery error $\delta x_{\Sigma}^{S}$ is reached by increasing the variance value of $x(t)$.

## V. Conclusions

There has been proposed a novel method for investigating methodical and instrumental error of measuring instruments operating in dynamic mode. The concept of the method is based on a generalized scheme of the measuring instrument in which the measuring signal is divided, though conditionally, in two channels. The first channel characterizes the static mode of measurement, while the second one - the dynamic mode of measurement. This makes it possible to distinguish the dynamic error from the components of the summery error caused by instrumental and methodical inaccuracies of the measuring instrument.


Fig.6. Results from the experimental investigations
The paper presents mathematical models for defining and investigating the probabilistic characteristics of the instrumental error of measuring instruments with converters quantizing the signal. The models are developed on the basis of the probabilistic characteristics of the signals involved in the measuring process. A block diagram for experimental determination of the methodical and instrumental components of the summery error of instruments for measuring moving objects parameters has been drawn. Also presented are the results from the experimental investigation of the methodical and instrumental components of an instrument for measuring ship pitch.
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