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Definitions and Abbreviations 
ACS — Automatic Control System 

ADC – Analog-to-Digital converter(s) 

APC – Amplitude-phase characteristic 

AO – Asymptotic order 

CC – Cohen-Coon (method)  

CHR – Chien-Hrones-Reswick (method)  

DAC – Digital-to-Analog converter(s) 

LAFC – logarithmic amplitude-frequency characteristic 

LAPC – Logarithmic amplitude-phase characteristic 

LFC – logarithmic frequency characteristic 

LFR – logarithmic frequency response 

MDM – Method of dividing of motion 

PD – Proportional and Derivative (regulator, control) 

PFR – Phase-frequency response 

PI – Proportional and Derivative (regulator, control) 

PID – Proportional, Derivative and Integrative (regulator, control) 

PIIDD – Proportional Double Derivative and Double Integrative (regulator, control) 

PI2D2 – see PIIDD 

ZN – Ziegler-Nichols (method)
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Introduction 
The subjects of this work are locked automatic control system (ACS) [1–18]. An example of such 

a system can be any robotic arm assembly, as well as any part of robot manipulator. Such systems are 

necessary not only in robotics but also in all areas of engineering, technology, industry, business and 

science. Wherever there is mechanical control of a physical value of an object, there are such systems. 

The aim of the book is to develop methods of numerical optimization of ACS. Main tools are 

connected with software VisSim [19–20]. 

The objectives of the work are description and discussion of the developed modeling techniques, 

the example of research and optimization of such systems, development of recommendations for their 

further modifications and the most successful application [21–42]. 

This tutorial is the result of the fruitful and efficient work of the Novosibirsk State Technical 

University under the program "SMARTCITY: Innovative Approach Towards a Master Program on Smart 

Cities Technologies" (which lasted from 15 November 2018 to 14 November 2021). Its goal is to create a 

new generation of interdisciplinary engineers of information and communication technologies in the field 

of Smart Cities. The project complies with the principles of the Bologna process and aims to develop the 

European Higher Education Area. The purpose of the publication is the formation of professional skills 

and competencies of future specialists in the field of automatics, robotics, feedback control. 
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1. The Subject of the Book 
 Keywords: automatic control systems, feedback, negative feedback, transfer function, stability, 
object, regulator, PID, VisSim software.  
 
 This chapter focuses on the basics of feedback control, it states the task of regulator calculation, 
gives the common structure of the feedback system. 
 
 Many tasks of robotics, mechanics, science and technology require high-precision control of the 
movement of individual parts of the mechanism, or the mechanism as a whole, or control the value 
of the output value of various technical devices. High-precision control can only be achieved using 
automatic control systems operating on the principle of negative feedback. This chapter acquaints 
readers with the principles of operation of such systems, with the method of their description 
using transfer functions in the field of Laplace transform. This chapter also poses the task of 
designing a controller for such systems. 

1.1. The Subject of Study: Locked Dynamical 
Control Systems 

Modern production processes are inconceivable without ACS, providing stabilization of a number 

of important characteristics of these processes and their control by the prescribed rules of technology.  

These systems are dynamic because in the calculation of such systems one must take note of the 

dynamic properties of all its elements and relationships. The action of these systems evolves over time and 

essentially depends on the dynamic characteristics of the system as a whole, which complexly depends on 

the dynamic characteristics of its constituent elements. When taking into account the feedback action it is 

inadmissible to neglect the dynamic errors in the signal path delays, dynamic dependencies, because such 

neglect will give an erroneous result. 

Here are two examples. 

Example 1. Let the car is moving along road, whose driver checks his course with a global satellite 

navigation system. The system indicates the correct direction of travel; the driver adjusts the car's course, 

so that the car is moving closer to the goal, so the new course may require a new direction of movement. 

The entire system, consisting of a vehicle (object), the driver (regulator) and the navigation system (sensor 

of the output value) is closed. However, it is not necessary to consider this system as dynamic system, 

although, of course, its action takes place in time. The time it takes to update the position of the object and 

to adjust the direction of travel, is negligible compared with the time that is required to achieve such a new 

situation in which the previous instructions in the direction of movement are no longer relevant. Delay in 

the adjusting of the course is so insignificant in comparison with the time of movement on the exchange 

rate that the system can become unstable as the result of this delay.  

In addition, this system is not automatic, because the person is present in the loop of its control. 

Systems with a man in the loop are automated, but not automatic. This monograph does not consider such 

systems. 

Example 2. Let a two-wheeled motor axis is auto-balancing device. Such a system called balancing 

robot or Segway includes position sensors devices, drives to the motor, the motor itself and the power 

supply of the entire system. The center of mass of this system is higher than the wheel axis of rotation. 

Therefore, in the absence of a control signal to the motor system capsize so that the center of mass located 

below the axis of rotation. If you want the center of mass remains above the axis is constantly it is required 

Topic №1 
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to form the impact on the axis to this balancing robot to maintain a balance by moving forward or backward. 

If in such a system the developer wrongly considers the time of receipt of the signal from the sensors, it 

will not be able to work steadily. The speed of all its components must be strictly coordinated with each 

other and match the pace of change random noise acting on the system. This system, of course, is dynamic. 

Such systems are the subject of this paper. 

1.2. Feature of ACS: Negative Feedback 
Let consider management structure without feedback, as shown in Fig. 1.1 to understand why such 

structures are not applicable. 

 
Fig. 1.1. Control without feedback 

 

Any device or physical object can be treated as control object if it has output value and input for 

changing this value. The output value Y(t) depends on the input controlling value U(t). If there is not such 

a relationship, then the object cannot be controlled. If the relationship is strictly deterministic and the output 

depends only on the input signal, the control of such an object is not among the tasks, as it is fully described 

by its inputs as usual peripheral device, such as a stepper motor. The tasks of this book include control of 

objects, which operate in the real environment and feel the impact of this environment. Along with the fact 

that the control signal can change the output value (it can also be called output signal), this value is also 

influenced by some external factors (disturbances). Therefore, the control task is to provide complete 

dependence of the output values on the prescribed value and the complete absence of its dependence on 

external factors (disturbances).  

If the dependence of the output value from the input signal is linear, at least approximately, it is 

possible to describe it with the transfer function, which describes the ratio of the Laplace transforms of 

output value to this of the input signal. Laplace transforms mathematical techniques is uses when describing 

this to allow the analysis of the dynamic properties of the object and the other elements of the system. If 

the object model is non-linear, the transfer function is not suitable to describe it, but in this simulation, this 

feature does not play a significant role, since software tools allow simulating of both linear and non-linear 

elements.  

Let the control object is linear and it can be described by a transfer function W2(s), which represents 

the ratio of the output signal y(t) to the input signal u(t) in Laplace transformation, i. e. W2(s) = Y(s)/U(s). 

It is necessary to provide that the output value become equal to the prescribed value. Let the prescribed 

value is given by the signal v(t) and called “prescription”. It is required to convert the prescribed signal into 

control signal in such way that the output signal would become equal to the prescribed signal, at least 

approximately. If the mathematical relationship between the output signal of the object and its input is 

known, then it does not seem difficult to calculate the desired signal, which would lead output value to the 

desired value. Since signals are best considered in the Laplace transformation where the output of a linear 

link is described as the product of the transfer function of the link to the transform of the input signal, it can 

be assumed that the necessary input signal in Laplace transform is the result of the dividing of the necessary 

output signal transform to the transfer function of the object. If the object would not be affected by any 

other influence except the control signal, it would be fair.  

However, in reality, the output signal of an object is equal to the sum of the signal calculated in this 

way and the results of the action of all uncontrolled influences on it, which together can be described as 

some additive disturbance at the output of the object. In Fig. 1.1 this fact is displayed by the structure of 

the object model, namely: the action of the control signal is described by the transfer function of the object 

W2(s), the result of the action of the control signal is indicated by the virtual signal X(s) corresponding to 

the signal in the form of the time function X(s). In addition, immeasurable disturbance h(t) effect on the 

 

Object 

W2(s) 

 

H(s) 

Y(s) 
X(s) U(s) 

Regulator 

V(s) 
W1(s) 

V

(s) 
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object. This signal is added to the virtual signal x (t), so that at the output of the object we do not have the 

signal x(t), therefore the outputs signal of the object is not signal X(s), but the sum of this signal and the 

disturbance. Since the disturbance is unknown, the output value of the object is also unknown. 

Example 3. For example, we want to control the heating of the aquarium, and we know that if you 

apply for a heater voltage of 10 V, then the temperature will increase by 1 °C. Mention may be made of The 

transfer function of the object (excluding its dynamic properties) can be treated as gain of KO = 0,1°C/V. If 

it is necessary that the aquarium temperature would be higher than the temperature in a room by five 

degrees, the prescription should be equal to v(t) = +5° C. The regulator must convert this value into the 

appropriate voltage and the required conversion factor is the inversion of the according transfer function of 

the object: KR = 1/KO = 10 V/°C. In this case, the control signal is supplied to the heating element will be 

equal to the product of the prescription to this coefficient, namely: u(t) = KRv(t) = 50 V. That is, the 

regulator should apply to the heater the voltage of 50 V. At the same time, we do not take into account 

which temperature is at the room. In addition, other external or internal disturbances may act and that is 

increasing or lowering the temperature in the aquarium. It may also be that the said ratio is not constant or 

dependent on the temperature or other conditions. Therefore, we it is impossible to know accurately even 

the temperature increment. Therefore, such a system does not control the temperature, but only adds some 

effect with uncertain result.  

Example 4. If in Example 3 we can measure the temperature in the aquarium and on the basis of 

this measurement change the voltage applied to the heater to provide the desired temperature at the outlet, 

then even ignorance about the transfer function of the heater would not prevent we solve the problem 

accurately. For example, we could heat the water up until it reaches the desired temperature, after which 

we would switch off the heater. Once the water temperature drops, we would again switch on, and so on. 

This operation can be made of automatically, not using a person by combining the temperature sensor 

directly with the switch. This principle is the base of the action of the automatic electric heaters with the 

simplest elements of the automatic adjustment. Thus, even if heating is not as efficient as expected, the 

sensor will still not disconnect the heating power up until the temperature reaches the desired value. 

Conclusion 1. In systems with feedback, the control may be sufficiently accurate even if the object 

model is known accurately enough, and even in case when this model changes over time due to some 

unknown factors. 

Thus, only the negative feedback loop provides sufficient accuracy of control of the output values 

of the object. Fig. 1.2 shows this control loop in general. Automatic control theory is developed enough to 

control the linear stationary objects, but with the number of variables of the object and (or) with the growth 

of the order of the equations describing the relationship between the input and output signals, the analytical 

solution of this problem becomes extremely difficult. These problems arise when it is necessary to take into 

account nonlinear or delay element. In this case, it is much more successful to apply numerical methods 

based on simulation of such systems [20–42]. Simulation allows the selection, implementation and 

simulation test of the regulator, but without theoretically based and practically proven methods of these 

possibilities a developer cannot implement them effectively. Thus, it is relevant the design, development 

and justification of methods of numerical calculation of regulators for objects that contain high-order 

elements, nonlinear and transcendental elements. It is also necessary to test these methods to solve the 

regulator design problems for continuous technological processes with the objects characterized by the said 

features.  

 
Fig. 1.2. Control with feedback loop 

 

 

Object U(s) 

Feedback and Regulator 

Y(s)  V(s) 
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Design of the feedback system demands the development of a regulator and total structure of 

feedback. In addition, coefficients in these structures should be calculated or found with any other method. 

The selection of the structure is often extremely simple, namely, feedback is used with a unite 

coefficient, it is put through a subtractor, and device, which usually has three separate control channels, is 

used as a regulator. These three channels include channel with proportional converting of signal 

(proportional channel), this with an integrating converting (integrating channel) and this with derivative 

converting (derivative channel). Hence, the name of the regulator, containing all three channels is PID-

regulator, of PID-controller, or PID, according the first letters of the three channels. 

If the regulator does not contain any of these channels, the corresponding letter falls from its name, 

for example, remains the PI or PD. If some of the channels is presented twice, the letter can be doubled or 

given with an exponent, for example, PIDD or PID2. If there is only proportional to the path, it can be used 

historically established name "K-regulator", where "K" stands for easy gain, which, as a rule, should be 

large enough for the success of the tasks of the object control.  

As a rule, control objects in industrial process lines are characterized by a significant delay, which 

cannot be neglected even in comparison with the phase delay of the minimum-phase part of the transfer 

function. In addition, non-linearity of the object produces strong influence to the object actions. Along with 

the presence of cross-linking, it requires consideration of objects like multiply and non-linear at the same 

time. Papers of many scientists are devoted to research of the methods of control of such objects [21–42].  

In particular, control techniques are developed for multichannel objects using the method of the 

highest derivative of the state vector, the method of analysis and design of adaptive systems based on the 

principle of localization have been successfully used, methods of separation movements and some other 

methods and techniques are also developed and used [20]. Cases of linear objects are considered and studied 

deeply enough. As a rule, the decision of the task of the regulator design in this case is solved analytically, 

mostly in consideration of the space object states. For objects that contain delay and (or) non-linearity, it is 

not always possible to use analytical methods due to significant increase in the complexity of the problem. 

Problems of control of higher order multivariable objects whose matrix transfer function has a greater 

dimension and thus contains elements of higher order links and objects that contain nonlinear transcendental 

or links, are extremely complex. Most often, they cannot be solved analytically or their resolving with the 

use of the known methods is extremely difficult, and it requires enormous computing resources or a lot of 

time, which makes these tasks insoluble by known techniques. The use of different simplifications of the 

problem leads to the fact that the resulting solution is far from the desired, or the difference of practical 

implementations from the theoretical results is unacceptably high.   

Numerical simulation and numerical optimization are increasingly used due to the development of 

mathematical methods and special programs, as well as due to increased computing performance. These 

methods allow finding acceptable solutions to the simplest examples of this class of problems, although the 

universal method of solving these problems do not exist. Application of the most effective programs for 

modeling and numerical optimization allows making significant progress towards addressing the growing 

challenges in this field. However, for this purpose methods of using these programs to these problems are 

necessary: the lack of practical methods and theoretical justification for them unreasonably curb the 

proliferation of numerical methods for optimization of ACS.  

In this regard, development of theoretical foundations of methods and practical algorithms for the 

design of regulators is relevant. It should provide high-quality control one- and multi-dimensional objects 

that contain delay elements, nonlinearity and other characteristics listed above, which not allow the 

analytical calculation of the regulators. 

Locked dynamic automatic control systems are necessary in almost all fields of science, technology 

and industry. They provide stabilization or change in the required law the most important characteristics 

that are necessary for technological or research operations and allow control transport, robots, chemical, 

biochemical and physical processes. 

Achieving the required accuracy of these values is provided only with control loop with negative 

feedback [21–42].  
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1.3. The Task of Regulator Calculation 
Any ACS contains the following parts: a) sensor, measuring the output value; b) regulator 

(controller); c) actuator (the device acting to object). The regulator is connected between the sensor and the 

actuator; it converts the sensor signals into the control signals based on the prescription. With all this, the 

regulator is designed to ensure the stability of the closed system and to provide the required static and 

dynamic accuracy. The dynamic properties of the regulator are set entirely by the developer, in contrast to 

the dynamic properties of the other elements of the system, which are determined by the conditions for their 

implementation and cannot be arbitrarily changed. The regulator is intended to supplement or correct the 

dynamic and static properties of other elements to produce high quality of the whole system. Design and 

calculation of control is the problems of high complexity because it requires knowledge of the object model 

and all other elements of the system, good knowledge of control theory and special chapters of applied 

mathematics. Analytical calculation of regulatory is time-consuming, even in the case of single-channel 

linear objects. For more complex objects it is sometimes just not feasible. Therefore, approximate methods 

are used, numerical methods or other simplified procedure [21–42]. The development of computers and 

software for the simulation and optimization has given the opportunity for more successful and easy 

solution to these problems.  

This book is dedicated to the methods of computer-aided design of regulators using VisSim 5.0 

program and its more recent modifications [21–42].  

The principle of the stabilizing effect of negative feedback with a high coefficient is widely known 

[19–20]. Feedback is negative when occurring in the loop disturbance of the stabilized value (a deviation 

from the equilibrium state) gives rise to signals within the loop, which at its point of generation act in the 

direction opposite to the action of the disturbance. For example, a decrease in temperature of the object in 

the thermal stabilization system, regardless of the disturbing external factors should produce such action of 

the regulator, which will lead to an increase in temperature of the object. Due to the properties of the 

feedback this increase will be exactly as what is necessary to maintain the temperature of the way it should 

be, as if this disturbance was not exists. If, on the contrary, due to external causes of the temperature rise, 

the feedback compensating action causes cooling and the temperature will result in such as it is prescribed 

by the prescribing signal.  

However, the implementation only of the principle of negative feedback is not enough for the 

effective operation of the regulator. At certain ratios of speed and gain of the system components instability 

of the system can occur. It lies in the fact that at some frequencies even the smallest deviation from the 

equilibrium state generates an action that increases the deviation; i. e. the system with negative feedback 

behaves as a system with positive feedback. Due to the delay in the spread of the signal in the control loop 

and object in a certain frequency range negative feedback can indeed be positive, since the phase shift at 

180º in transmission of harmonic signal is equivalent to a change of the sign of the signal. Positive feedback 

even in a limited frequency range will cause a loss of stability of the entire system, if the coefficient of the 

connection is greater of unit. For a small gain (less than one) frequency, local (in a narrow frequency band) 

positive feedback will not disturb the stability of the system. 

Thus, the system includes a serially connected sensor, regulator, actuator and the control object. It 

should have a well-defined frequency response, to provide not only the desired gain (in charge of the depth 

of the disturbance suppression), but also the stability and the necessary stability margin. Since the properties 

of object are set, and the system designer cannot change them, the regulator must be designed based on 

these properties to ensure required stability, accuracy and speed.  

Therefore, it is necessary to know the mathematical model of the object and methods of calculation 

of regulators on this basis. For the mathematical model of the object, as a rule, it is used the researching 

procedure consisting of the formation of test actions, the study of object responses to these impacts and 

finding mathematical model of the object from these data. These issues are handled by one of the technical 

sciences, called the identification of objects of control.  

If a mathematical model of the object is known, on this basis, taking into account the requirements 

of the system regulator should be calculated. These questions are decided by automatic control theory, 

which is sufficiently well developed for the tasks of linear stationary object control. However, with the 
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growth of the order of the differential equations describing the relationship between the individual signals, 

the analytical solution of this problem becomes extremely difficult, even with the development of modern 

computing methods and tools. These problems are compounded when it is necessary to take into account 

nonlinear elements or pure delay units. In this case, it appears to be more successful application of numerical 

methods are based on mathematical modeling (simulation) of such systems. Mathematical modeling allows 

the selection of the regulators and the simulation of the system with this regulator (calculation of all its 

signals). In addition, modeling allows changing the settings to the regulator if the processes in the system 

are not satisfactory. However, without theoretically based and practically proven methods these features 

cannot be implemented effectively.  

Implemented design, development and study of methods and techniques of numerical calculation of 

regulators for most practical objects that contain high-order elements, nonlinear and transcendental 

elements, makes effective use of the program VisSim [32–34] for the calculation of regulators to ensure the 

required stability and accuracy [35–42]. Main statements and results of this procedure are set out below.    

Transfer functions are used to describe linear inertia objects (i.e., their output signals are depending 

not only on the input ones, but on temporal characteristics also), whereas for non-linear objects description 

such structures as transfer functions should be complemented by appropriate non-linear characteristics that 

do not have their own inertia properties. By this method it is possible to describe and simulate nonlinear 

objects, but it is very difficult apply or even impossible to use analytical description for this task because 

the object model comprises units described in various forms of mathematical models. In particular, the best 

model for linear object is Laplace transformation in the operator domain, or it can be described in the form 

of differential equations. For non-linear object, the best description form is in the field of real-time signals, 

time varying. The Laplace transform is description of the signals not in the time domain but in frequency 

domain. 

Report content 

1. Purpose of study. 

2. Features of Automatic Control Systems. 

3. The essence of negative feedback. 

4. The task of the regulator calculation. 

1.6. Control Questions 

 

 For what purposes are feedbacks used? 

  What are the benefits of feedback? 

  What does the term negative feedback mean? 

  What is the difference between positive feedback and negative feedback? 

  Why is feedback required to be negative? 

  What the object identification means? 

  What describes the mathematical model of a linear object? 

  What is the task of designing a regulator? 

  What does a PID controller mean? 

  What does PD regulator mean? 

  Why is it important to calculate the regulator correctly? 

  What is the calculation of the regulator? 
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2. Terminology and 
Mathematical Tools of TAC 

 

 Keywords: locked-loop equation, Laplace transform, physical realizability of the object 
model, phase-frequency response, delay, PID, PIIDD, adaptive controllers, self-adjusting 
controllers, robust controllers, numerical optimization. 
 
 This chapter is about the tools of Theory of Automatic Control. It is concentrated on linear 
systems, but with the modeling software VisSim the main tools and approaches can be used 
for the design of non-linear systems too with some special details. 
 This chapter gives a complete equation of a closed dynamic system, reveals the 
requirements for the physical realizability of an object model. The chapter reveals the topic 
of choosing the structure of the regulator, which is called structural design, gives the 
equation of the PID regulator. The chapter also reveals the concepts of non-integer 
integration or derivation. The classification of the development direction of methods for 
designing automatic control systems is given. This chapter gives basic information about 
adaptive regulators and the prospects for this approach, as well as about self-adjusting 
regulators. The tasks of designing adaptive, self-adjusting and robust regulators are 
formulated. The chapter discusses the benefits of digital regulators. This chapter also 
explains two different tasks in the numerical optimization of regulators.  

2.1. Basic Requirements and Mathematical 
Tools for the System  

 

The dependence of the requirements of the regulator on the requirements for the system is 

ambiguous; different areas of control theory are dedicated to the study of this relationship for the 

different classes of objects. 

The most indicative characteristic of closed linear dynamic systems is a frequency amplitude 

response of conditionally open loop that includes all elements of the system, but for the sake of 

completeness, phase response of this circuit is also required. Conventionally, all the elements, which 

frequency properties cannot be changed arbitrarily (sensor, actuator etc.), refer to the object that 

allows to consider the system as connected in series in the loop regulator and the object only. 

For linear systems, tool of complex frequency characteristics or the associated apparatus of 

Laplace transforms are the most effective. The argument of the Laplace transform is the complex 

parameter s, and for the frequency characteristics frequency is used, which is its imaginary part. 

Figure 2.1 shows typical structure of a closed loop control system, where the frequency 

characteristics of individual links are written in rectangles, and type designation of the signals are 

used in the system. 

Topic №2 
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Fig. 2.1. Structure for calculation of ACS 

Namely: y(t) is the output value of the object; v(t) is the prescribed value of the output value; 

u(t) is the control signal supplied to the control object; h(t) is disturbance acting on the object, which 

value is converted to units of output value; x(t) is the state of the object, i.e. This is a virtual output 

value, which would be in the absence of disturbance. In addition, here e(t) is the control error; n(t) is 

the noise of the measurement of the output value; z(t) is the result of the measurement of the output 

value; q(t) is value of the sensor of the output signal y(t). In addition, traditional replacing of lower-

case letters to upper case is used together with replacing of functions of time on their conversion 

operators, for example, V(s) is the transformation of the signal v(t). Note that the Laplace transform 

of the unit constant is 1/s. Since, as a rule, the Laplace transform values of the input, output, and 

intermediate signals are not used for calculations, but only their relationship is used (i. e. transfer 

functions), therefore the practice of use of the modified transform has been established. Namely the 

Laplace–Carson, which is obtained by multiplying of Laplace transform by s, so that the image of 

the constants is also a constant. It does not effect on the values of transfer functions, so we will use 

the terminology of Laplace transforms.  

The structure in Fig. 2.1 is graphical representation of the relationship of signals, which can 

be replaced by the following equations: 

 

E(s) = V(s) – Q(s);    U(s) = W1(s)E(s);    X(s) = W2(s)U(s); 

Y(s) = X(s) + H(s);    Z(s) = Y(s) + N(s);    Q(s) = W3(s)Z(s). 

To solve this system with respect to any of the values within the loop (for example, the 

dependence of Y from V, N and H) as a result inevitably appears a rational fraction of the transfer 

functions (readers are invited to draw conclusions on their own). 

If the denominator of this fraction 1 + W1(s)W2(s)W3(s) become zero, the whole fraction 

becomes infinite value. This means that any arbitrarily small input signals produce “arbitrarily large” 

output signals, and taking into account possibility of the physical realization, this means that the 

system instead of being in steady state moves to the maximum possible deviation from it or oscillates 

around it with the maximum achievable amplitude. 

To avoid this situation, the regulator is necessary, calculation of which this book is devoted. 

To investigate the stability of the system it is necessary to examine the relationship of dynamic 

models of the elements included in the system. Indeed, if identical mathematical models describe two 

systems, and the output signals should be identical then the input signals are also identical. VisSim 

software allows simulation of the most known dynamic links, as well as implements the connections 

of signals from the outputs to the according inputs with the goal to generate the necessary input 

signals. Therefore, simulation run produces graphs of transient process identical to real signals in a 

real system, subject to full compliance with all mathematical models of their prototypes, i.e. the 

elements of the real system. 

The most common elements of the model are linear dynamic links described by rational 

functions of s.  
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2.2. Requirements for the Possibility of the 
Physical Realization of the model 

All elements of the system model must be physically realizable. This condition formally 

requires that the degree of the numerator is less than that of the denominator. Indeed, it should be 

noted that the argument s is some analogue of frequency. With increasing of frequency, the transfer 

function of individual elements is not necessarily falling, in observation of it far enough along the 

frequency’s axes, the transfer function of any real object is sure drop lower than arbitrarily low values, 

i.e. becomes almost zero. For any object it is always possible to specify such big frequencies that the 

transfer function on them is not only small but practically zero. It means that the response of the 

object on these frequencies is much less noises of the measuring.  

Frequency responses are usually represented in a logarithmic scale, so the chart achieves 

“virtually infinite” quickly, i.e. the plot simply presents very large frequencies and the transfer 

function values. It also simply presents practical zero, i. e. very small values of these variables. Hence, 

values of frequencies, many times exceeding the frequency border of the object transmission are also 

clearly visible on the logarithmic graphs. Thus, the right side of the chart of logarithmic frequency 

response (LFR) of any real link should fall down: the more right, the more down. This is achieved 

only under the condition that the order of the denominator of said transfer function is greater than the 

order of the numerator.  

Sometimes, designers neglect this requirement relatively certain links, because the bandwidth 

of these links may be significantly wider of the transmission bandwidth of the object. Separate 

elements damping can be neglected only in comparison with damping of other units included in the 

same loop. If any link is the only link in the loop under question, therefore there is no other inertial 

element in this loop, in comparison with which damping of the element could be negligible. In this 

case, it is unacceptable to describe said link as link without inertial properties.  

Even if designer consider that the difference of the order of the denominator from this of the 

numerator by only one or two orders, it would be also not enough adequate model for stability analysis 

of almost any real loop with negative feedback. 

However, if there is delay element in the loop and if it is known that, the effect of the following 

time constant of the model phase-frequency response (PFR) is substantially less than the delay, then 

it is permitted to restrict consideration of the dynamic elements of the object by the first or second 

order only.  

Example 5. Let us try to imagine the mostly high-speed object. Assume high frequency 

electronic signal amplifier based on one stage on microwave transistor. For example, high-frequency 

transistors can be characterized by the gain bandwidth of up to values of the order of 1 GHz, i.e. 

109 Hz. Assume that the gain of such a transistor is equal to 2, which means that the transfer function 

of the transistor in the first approximation has the following form: 

1

2
)(

+
=

Ts
sWT .       (2.1) 

Let T = 10-9 s. Inside the bandwidth of the transfer function the amplifier gain is close to two. 

Let substitute the value of the angular frequency 1210= . In this case, the transfer function is 

approximately 0.002. This means that in said frequency the amplifier has the said gain. However, said 

frequency is the frequency of optical radiation. Electronic devices, except optical devices do not 

transmit optical signals. That is actually the specified amplifier cannot transmit any signal, hence its 

transmission coefficient must be exactly zero. No final-order model will not allow such a result, 

according to which the transfer coefficient of the object at this frequency is exactly equal to zero.  

Example 6. If Example 5 seems not conclusive, it is possible to consider more high frequency, 

for example, 1510= , 2010=   and so forth. There can be no doubt that for all practical example we 

can find a frequency at which the transmission coefficient should be not just a small but exactly zero, 

that is, the response of the object at this frequency cannot exist. No linear model of finite order filter 

gives such a property of the object model. 
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Conclusion 2. The description of the object in the form of a linear finite-order filter is always 

an approximation of the real model.  

Conclusion 3. Any model in the form of the transfer function of finite order is an idealization. 

With increasing in the frequency, the relative error of this idealization (the ratio of the error to the 

actual value of transfer function) is growing exponentially or faster. The real meaning of the transfer 

function tends to zero faster than the corresponding value of such model. 

2.3. The Choice of the Regulator Structure  
The choice of the regulator structure depends on the object model and on the resolving task. 

The simplest structure is obtained if in the structure of Fig. 2.1 the transfer function of the sensor 

together with a device converting it signals present, as a link with a single gain, and if the term 

“regulator” is narrowed down to the concept of the transfer functions of its sequent part, as Fig. 2.2 

shows. 

 

Fig. 2.2. The Simplified Structure of ACS 

The most complex and generalized scheme will occur, if, on the contrary, the term “regulator” 

would be extended to include the signals from all possible points in the system, as Fig. 2.3 shows. 

The complex structure of Fig. 2.3 may have an advantage in some special cases. However, it 

is not free from several drawbacks. Firstly, the disturbance signal is usually not available for the 

measurements, but if it is available under the terms of the problem, in practice it is performed only 

partially. Secondly, most of the main problems is to control precisely disturbance suppression, 

however without loss of generality it can be put v(t) = 0, V(s) = 0. 

 

 
Fig. 2.3. Common Structure of ACS 

It follows that the input element number 3 is zero, so that the element can be withdrawn from 

the structure, as well as the element number 5 due to inaccessibility of the signal h(t). Element number 

4 is included in the same way as the element number 1, but without inversion, since the first input of 

the subtractor device receives nothing, it can be replaced by the inverter, or completely removed by 

changing the sign of the transfer function of element number 1. In this case, the structure of Fig. 2.3 

is completely equivalent to the structure of Fig. 2.2.  

Typically, the output value is not directly available for measurement, but it only can be 

estimated using a sensor. Sensor action should be also described with the transfer function of more 

complex model. It is advisable directly between the sensor element and the subtractor to use the 
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converter, which compensates for the transmission coefficient of the sensor so that the subtractor 

would use the calculated output value of the object. Series connection of the transfer function of the 

sensor and the compensator is approximately equal to unity at low frequencies. Therefore, such a 

system can only be treated as system with unit feedback. Of course, in this case the dynamic properties 

of the sensor are missed from consideration. Wherever possible, the properties of the sensor must be 

considered in the structural scheme of the system, and where they are not considered, it is assumed 

that they are negligible in comparison with the inertia and the object. If this assumption is wrong, 

then the regulator calculation will be made mistakenly.  

2.4. Regulator with Fixed Coefficients 
Design of ACS, as a rule, takes place in four stages: 1) definition of the object model; 2) the 

design of the regulator structure; 3) calculation of regulator parameters; 4) testing of the system and 

adjusting of the regulator parameters if necessary. 

Often, instead of designing of the structure the most typical one is used, sometimes even 

without sufficient justification. For several reasons, the most commonly used structure among 

regulators with constant coefficients is a PID regulator, i. e. regulator comprising proportional, 

integrating and derivation control channels. Such a regulator can be set with the following transfer 

function:  

sK
s

K
KsW D

I
PР ++=)( .       (2.2) 

Here, KP, KI, KD are constant coefficients which are required to determine with the procedures 

as a result of numerical optimization. Equation (2.2) can be written in different forms, including a 

reduction to a common denominator. If any of the channels is not used, only the letters remain in the 

title, which correspond to the used channels, for example, PI or PD regulator. 

With proportional regulator, the shape of the logarithmic frequency response (LFR) of the 

open loop coincides with this of the object. The regulator only moves it up and down parallel to itself. 

If the ratio is greater than one, the graph is moved upward by an amount corresponding to 20lgKP, if 

less than one, then the graph is moved downward.  

The integrating channel increases the slope of the whole LFR (if only it is included to the regulator) 

or only of its low-frequency part without changing the type of midrange and high frequency parts of 

it (if there are also proportional channel in the regulator). Increased slope is asymptotically equal 

ΔΘ = –20 dB/decade. If the slope was zero, it will be equal to this value, if it was negative, it will 

increase by this amount. 

The derivative channel reduces the slope of the high-frequency part of LFR, namely it adds to 

it a positive value of 20 dB/decade. If it was negative, then it is reduced in magnitude to that value. 

Integrating channel reduces static error to zero. Derivative channel in general provides the 

best margin of system stability and reduces overshoot. There is not strict relationship between the 

stability magnitude (and the system quality) from the coefficients in equation (2.2), therefore 

numerical optimization method of calculating these coefficients or other method is necessary. 

Although the regulator (2.2) is most commonly used, and it is often the most effective, in some cases, 

such regulator is not applicable, and in some cases, one of its channels hinders, rather than helps. The 

advantage of the numerical optimization procedure is also the property that if the regulator contains 

an excess channel, then the correct procedure performed with correctly selected quality criteria should 

lead to the fact that the coefficient of this channel will be negligible. For example, if the integrator 

channel is not required, the obtained coefficient will be extremely small. 

Another form of regulator (2.2) is: 

𝑊𝑅(𝑠) =
𝐾𝑃𝑠+𝐾𝐼+𝐾𝐷𝑠2

𝑠
.      (2.3) 

More sophisticated regulators may include additional derivative and (or) integration. For 

example, if the regulator contains both these additional channels, its transfer function might look like 

this:  

𝑊𝑅(𝑠) = 𝐾𝑃 +
𝐾𝐼

𝑠
+

𝐾𝐼2

𝑠2
+ 𝐾𝐷𝑠 + 𝐾𝐷2𝑠

2.     (2.4) 
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Such regulator is named PI2D2 or PIIDD-regulator. 

2.5. Regulators with a Non-Integer 
Integration and Derivation 

It is also possible to record a transfer function in which the orders of the exponents of the 

argument s in the numerator and denominator are positive non-integer but fractional values. For 

example, the following form of the regulator transfer function can be found in literature [21]: 

𝑊𝑅(𝑠) = 𝐾𝑃 +
𝐾𝐼

𝑠𝜇 + 𝐾𝐷𝑠𝜆.      (2.5) 

Here μ and λ are positive values; at least one of them is fractional, or the both of them can be 

such. 

In the literature, there are the following reasons for this decision. 

1. Fractional integration allows increasing of the slope of the high-frequency part of LFR on 

absolute value, e. i. more than 20 dB/decade, but less than 40 dB/decade. The greater the slope, the 

faster LFR increases with moving towards lower frequencies of LFR. It means more effectively 

suppressing of the noises in the middle frequency range. Dual slope of 40 dB/decade is inadmissible, 

as in this case, the system becomes unstable, and a single slope of 20 dB/decade it may be not 

sufficient. 

2. Regulators with arbitrary values of μ and λ are seen more universal, since acquiring two 

additional parameters. Therefore, it is assumed that the possibility of such regulators is higher. 

However, the transfer function (2.5) is easy to write but difficult to implement in the real 

regulator. If it is implemented with the help of elementary units of derivation and integration, it should 

be noted that the very these units in digital form are implemented using addition and subtraction 

operations. In particular, let us consider the simplest “half” of integration: 

𝑊𝑅(𝑠) =
𝐾𝐼

1+𝑠0.5.       (2.6) 

For its implementation, it is necessary to carry out an approximate realization of the transfer 

function in the following form: 

  𝑊𝑅(𝑠) =
𝐾𝐼(1+𝜏1𝑠)(1+𝜏2𝑠)...(1+𝜏𝑚𝑠)

(1+𝑇1𝑠)(1+𝑇2𝑠)...(1+𝑇𝑛𝑠)
.     (2.7) 

Any operation or fractional derivation or integration may be implemented using only many 

operations of integer integration and differentiation, and the approximation is satisfactory only to a 

limited bandwidth. Even very simple recorded regulator is implemented using a very large number 

of mathematical operations. 

Grounds for refusal of fractional integration are that twice or greater slope in the mid-field, 

passing in a single slope at high frequencies, is much more effective. 

A convincing argument against regulators with fractional integration and (or) derivation is 

based on the fact that much more simple structure of regulator, for example, the form (2.4), can 

provide much better results than with this complex structure as (2.7) or more complex, which 

approximates not fractional integration or derivation.  

2.6. Classification of Developing Direction of 
Methods of the Designing of ACS 

The modern theory of regulators design for multidimensional continuous technological 

objects containing in their model nonlinear and delay links is developing in several important 

directions. Among the methods of solving these problems, the following ones can be specified: 

1. Analytical (mathematical) methods of research of objects and systems and of design of 

regulators. 

2. Tabular methods of tuning. 

3. Empirical tuning of real regulator. 
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4. Mathematical modeling for the study of properties of the object and system with the 

regulator, which has been found by and method. 

5. Numerical methods for optimization of the locked loop model or a real system with the 

object based on built-in routines of modern software packages for modeling and mathematical 

calculations, including numerical methods, implemented by special devices designed as an 

“intelligent controllers” or “smart regulators”. 

Analytical methods for tasks of control of multidimensional objects containing significant 

nonlinearity, delay and higher-order elements, as a rule, are not sufficient. 

Tabular method (Ziegler-Nicholson method, Cohen-Kuhn, and similar) assume on the base 

of found characteristics of the transient process with the help of some empirically derived 

relationships calculation of the regulator coefficients. These methods are based, as a rule, on the 

assumption that the object model is the filter of the first or second order with an element of pure 

delay. Since this hypothesis is untenable in the most cases, these tabular methods work only in 

exceptional cases, but even in these cases they are far from optimal. In some cases, tabular methods 

lead to the production of unstable systems, in other cases they give excessively large overshoot; cases 

of receiving systems with good quality using them are rare, but these methods are cited in the literature 

are still widely. Many authors mistakenly refer to these methods as the best ones. 

The empirical tuning is applied in practice often enough, but at the same time received results 

are far from optimal, which requires the development of a more reasonable methods. 

Numerical optimization is the most effective method of regulators tuning, if the object model 

is stationary and known with sufficient accuracy. It uses a mathematical modeling (simulation) of the 

system that contains the object and the regulator. 

There are also papers with references to some other methods, which essence is not disclosed. 

This happens for one of two reasons: either the implemented algorithm in specialized devices is 

“know-how” of the developer, and therefore it is not published, or the authors of the papers do not 

know these algorithms, as they themselves are only the users of purchased regulators or systems. 

Such algorithms can be compared with other algorithms only on the achieved results. However, it not 

sure when it is based on the validity of theoretical assumptions, methods and techniques. Papers 

describing only the results without disclosing methods for their preparation do not represent scientific 

value.  

Therefore, the most promising is the development of numerical methods to optimize of the 

closed loop model or a real object based on built-in routines of modern software packages for 

simulation and mathematical calculations. This development requires a theoretical justification of 

methods and techniques, and the development of algorithms and tools for their implementation. 

The starting premise for the development of such methods is the analysis of the results of the 

research systems obtained with regulators synthesized by known analytical methods for simplified 

examples. 

2.7. Adaptive and Self-Tuning Regulators 
Along with the structure that uses the constant coefficients, the structure with variable 

coefficients can be used. Special devices can control changes in these coefficients, or they may be 

changed under the influence of chronometric devices. It allows creating of adaptive regulators and 

other types of complex regulators, such as self-tuning regulators. 

Adaptive regulator should change their settings so that the system retains its original good 

quality when the object model is changing.  

Self-tuning regulators should implement their own system configuration (automatically) 

without the initial setup. Self-tuning regulators can perform the function of the adaptive controller. 

Not every adaptive regulator can function as a self-tuning one. The adaptive regulator can be pre-

configured to provide the desired quality of the system, but the object model may vary during its 

operation. 

Adaptive regulator should contain a means of determining of the model of the object during 

the operation of the system. Determination of model can be carried out by analyzing of the 
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relationships between changes in the input and in output signals. During the functioning of the system, 

it is often required that the object output signal would be constant. In this case, the problem arises 

that if the output does not change, the model of the object is difficult for definition, and if it is changed, 

the system is not functioning as desired. This complicates the design of adaptive self-tuning 

regulators.  

2.8. Adaptive Regulators and Prospects of 
this Approach 

Adaptive regulators should change its parameters to provide the required quality of the system 

in conditions that the parameters of the object are changing. One of the essential features of such 

systems is to analyze any formal indicators of stability and quality of the system for decision-making 

on changes of the regulators settings. This approach allows compensating for changes in objects 

parameters within a certain range, usually known in advance. Thus, the design of adaptive systems 

makes to exclude the last stage (test and correction) at the expense of more complex operating 

algorithm. It also provides the system with new properties, which are less dependent quality and 

accuracy of the system on uncontrolled change of object parameters, if the rate of change of 

parameters is considerably less than the rate of the transient processes. 

The advancing of this approach can offer the development of such control algorithms that do 

not require determination of the entire object model completely or at least allow for mistake in 

identification of the object model compared to other methods. This is justified by the fact that the 

identification procedure itself is very laborious and costly. Therefore, the automatic regulator tuning 

can be less time consuming and more efficient than the sequential execution of the above four stages 

of experimental identification and analytical design. 

Example 6. Let us consider two object models, which LFR differ only in the low-frequency 

field: 

  𝑊1(𝑠) =
1

(1+200𝑠)(1+0.4𝑠+0.1𝑠2)
.      (2.8) 

  𝑊2(𝑠) =
1

(1+200𝑠)(1+0.4𝑠+0.1𝑠2)
+

0.001

𝑠
.     (2.9) 

 

The responses of these objects on a unit jump step differ, as can be seen from the graphs in 

Fig. 2.4. However, since the high-frequency part of these objects is the same, these objects behave 

almost identically inside the structure of automatic control system. Indeed, the structure in accordance 

with the simulation of Fig. 2.5 gives practically identical transient processes as Fig. 2.6 shows. In this 

structure, both object variants are simulated, depending on the presence or absence of connection of 

the lower branch (integrator) to a summing device. 

Conclusion 3. The low-frequency part of the frequency characteristics of the object cannot 

have an appreciable impact on the transient process in the system, that is, on the stability of the 

system. 

Conclusion 4. For successful operation of the adaptive loop is enough to know the high 

frequency and middle-frequency response of the object.  
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Fig. 2.4. The response to the unit step of the blocks with the transfer function: (2.8) - upper line 2; (2.9) - 

lower line 1 

 

 
Fig. 2.5. The structure of the system for simulation of the object according equations (2.8) and (2.9) 

 
 

Fig. 2.6. Response of the system for Fig. 2.5 as response at the unit step change of the prescription: curve 

1 is with the object (2.8); curve 2 is with the object (2.9) 
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The formulation of the problem of designing an adaptive 
system 

That, what is claimed 

1. The known model of the object or it can be determined as a result of the test cycle. It is also 

known that in this model, at least one of the coefficients vary in a certain limited range, the rate of 

change is limited. 

2. There are requirements for a locked system. 

That, what is required 

It is required to design the regulator, such that the system meets the requirements of claim 2 

under conditions of claim 1. 

Solving methods 

The regulator parameters can be varied during operation of the system under the action of a 

device, such as a signal analyzer system. Also, the regulator parameters can be changed under the 

influence of the timer. The structure of the regulator may also change, i. e. its mathematical model 

can be tuned or switched. In addition, preliminary tuning or calculation of the regulator can be used.   

2.9. Self-Tuning Regulators 
Empirical tuning of regulators is usually carried out without preliminary identification of the 

object model, only on the basis of some a priori knowledge of the object and certain statements of the 

theory of automatic control. The formalization of this process allows resolving the problem of the 

feasibility of adaptive systems, i. e. systems performing regulator implementation without identifying 

the object model, but only based on the form of the transient process or even on a part of it. If the 

regulator tuning process does not even require initial identification for the calculation of the regulator, 

the development and justification of such methods and design techniques allows developing of a new 

direction of adaptive systems, namely, the design of self-tuning systems. In the view of the 

capabilities of modern digital systems, it allows significantly reducing of the complexity of the design 

of the individual regulators by reducing the workload of the designer. This is achieved by increasing 

the complexity of algorithms of action of regulators that according this criterion can be considered as 

intelligent systems. Therefore, the greatest prospects of self-tuning algorithms are connected with the 

spread of digital regulators. 

Self-tuning systems are often equated with adaptive ones; however, it is possible to specify 

some of the differences between these system types. In the first case, the main functional feature is 

tuning that is carried out, including when the designer starts the system first time. In this case it is 

carried out continuously during the operation of the system, but preliminary first adjustment is not 

included in this task. If the system solves both of these problems, it should apparently be attributed 

to the self-tuning system. 

The urgency of this direction is determined by the need to development of new systems, the 

lack of highly qualified specialists for this, the difficulty of identifying of large class of objects, much 

more than an iterative tuning of regulators and a substantial simplification of the identification of the 

object in the case of existence of stable system achieved with iterative method. 

In the future, performance of the regulator tuning before the identification of the object due to 

the iterative procedure simplifies the task of calculating it as a whole and reduces the cost of 

development of regulators. 

To use these potential benefits to develop the theoretical foundations are suitable, as well as 

methods and algorithms of resolving of this problem, which would lead to the immediate solution of 

the tasks performed by software rather than by highly qualified operator.   

The formulation of the problem of designing self-tuning system 
That, what is claimed 

1. Object model is unknown, it may be determined as a result of the test cycle, since at least 

one of the coefficients vary in a certain limited range, the rate of change is limited. In addition, the 

model may be stationary but not known. 
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2. There are requirements for a locked system. 

That, what is required 

It is necessary to design the regulator, such that the system meets the requirements of claim 2 

under conditions of claim 1. 

Solving methods 

The regulator parameters should be changed from the start and during operation of the system 

under the action of a device, such as a signal analyzer system. It may also change the structure of the 

regulator, i.e. its mathematical model. Preliminary tuning of the system is not intended.   

2.10. Robust Regulators 
If the object parameters are not accurately known, or change are uncontrolled, but remain in 

a certain range, the task of designing this regulator can be supplied, which will provide acceptable 

control of the object for all combinations of object parameters that are within acceptable values. 

This problem may be seemed insoluble. Even if the regulator has been found, ensuring of 

stable control with the extreme values of the object parameters, it may be that a combination of 

unfavorable parameters of object with the specified regulator violate the stability of the system.  

In general, terms “favorable” or “unfavorable” for the combination of process parameters has 

a right to exist, if we mean that favorable combination allows provide more precision and more speed 

system. Unfavorable combination then calls the combination that makes sacrifice performance and 

(or) the accuracy of the system for the sake of stability. If robust regulator is designed for the system, 

the favorable combination of parameters can be just as likely to break the stability, as well as 

unfavorable because “favorable” combination of parameters in this case should be related not to the 

potentially achievable speed and accuracy, but with the quality of the system for a given fixed 

regulator.  

Robust controls can never be optimal, as well as the optimal regulators (for fixed object) may 

not be robust. 

The method of numerical optimization of regulators for the ensemble of objects with a group 

quality criterion can allow calculating the robust regulator, which will be discussed below. 

Example 7. Consider the object model: 

  𝑊1(𝑠) =
𝑒𝑥𝑝(−𝜏𝑠)

(1+47𝑠)(1+0.5𝑠+1𝑠2)
.     (2.10) 

Suppose it is known that the delay unit time constant τ varies from 50 s to 60 s. 

Let the system uses a PID regulator (2.2) with the following coefficients: KP = 0.562; 

Ki = 0.0087; KD = 2.78. Fig. 2.7 shows the transient processes for different values of the time 

constant: τ1 = 50 s, τ2 = 55 s, τ3 = 60 s. 

Object parameters may be changed in a wider range. Thus Fig. 2.8 shows process with the 

same regulator when time constant is changing from 20 s to 70 s. The system remains stable; the 

overshoot does not exceed 10% in the worst case. Such a system can be considered satisfactory for a 

number of technical problems. 

Conclusion 5. At least in some cases it is possible to calculate regulator, with which the 

system will remain operational with a significant change in any parameter of the object model within 

the limited range. 

Example 8. To illustrate the statements that robust regulator is not optimal, let calculate the 

optimal regulator for the object model (2.10) with the value of τ0 = 20 s. These coefficients are 

KP = 1.9; Ki = 0.0297; KD = 12.86. The resulting transient response is shown in Fig. 2.9 by line 2. If 

we give new meaning to the time constant τ1 = 30 s. The resulting graph is shown in Fig. 2.9 be line 

1. In the first case, the transient process is of high quality: the process duration is small, not more than 

100 s, the overshoot is negligible, less than 2%. In the second case, the overshoot increases to nearly 

40%, the duration becomes 250 s. If further increasing the time constant, for example, to a value 

τ2 = 40 s, then the transient process in the system deteriorates even more. The corresponding graph is 

shown in Fig. 2.10; the overshoot is about 70%.  
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Fig. 2.7. The response of the system with the object (2.10) and PID regulator on a unit prescription step: 

line 3 – τ1 = 50 s; line 2 – τ2 = 55 s; line 1 – τ3 = 60 s 

 

 

 
 

Fig. 2.8. The response of the system with the object (2.10) and PID regulator on unit step: 

curve 2 – τ1 = 40 s; curve 2 – τ2 = 20 s; curve 3 – τ3 = 70 s 

 

Example 9. Next, let us calculate the optimal regulator for an object with a constant time τ2 = 

40 s. The coefficients obtained are KP = 1.05; Ki = 0.0152; KD = 12.45. The transient process is shown 

in Fig. 2.11 with the line 2. It is also very attractive: overshoot of no more than 2%, duration about 

150 s. We return the value of the time constant τ0 = 20 s. The process is shown in Fig. 2.11 with line 

1. It is not so attractive, since the duration is about 250 s. It is enough to compare this process with 

the process shown by the black line in Fig. 2.9 to see how much worse it is. 
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Fig. 2.9. The response of the system with the object (2.10) and the PID regulator of Example 8 at a unit 

step: line 2 – τ0 = 20 s; line 1 – τ2 = 30 s 

 

 
 

Fig. 2.10. The response of the system with the object (2.10) and PID regulator for Example 8 on the unit 

step when τ3 = 40 s 

 

Conclusion 5. Robust controls are not optimal. 

Conclusion 6. Optimal regulators are not robust. 
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Fig. 2.11. The response of the system with the object (2.10) and PID regulator for Example 9 on the unit 

step: line 2 – τ0 = 20 s; line 2 – τ2 = 30 s 

The formulation of the problem of designing of adaptive system 
That, what is claimed 

1. The known model of the object or it can be determined as a result of the test cycle. It is also 

known that in this model, at least one of the coefficients vary in a certain limited range, the rate of 

change is limited. 

2. There are requirements for a closed system. 

That, what is required 

To design the regulator, such that the system meets the requirements of claim 2 under 

conditions of claim 1. 

Solving methods 

The controller parameters cannot be changed during operation of the system. The ensemble 

of the system with the same regulators and with the different object model parameters is used for the 

optimization. 

2.11. Advantages of Digital Regulators 
Digital regulators for systems with negative feedback for the first time began to be widely 

used to control the slow objects, as well as to implement simple algorithms with low requirements on 

the quality and accuracy of the transient process (for example, relay control). Meanwhile, digital 

regulators can achieve the precision and broadband object control much better. Currently, cheaper 

and more compact regulators, characterized by a high stability, accuracy and reliability can be realized 

only by digital technology. Analogue technique is worse than digital one on all these parameters. 

Criteria of usability of digital technique is attainable speed of analog-to-digital converters (ADC) and 

their capacity, as the speed and capacity of digital-to-analog converters (DAC) are less critical and 

always higher than these parameters of ADC. Currently ADC with capacity of 14 bits or more and 

conversion frequency 200 MHz and above are available. It covers the needs of nearly all known real 

object control tasks. On the other hand, control of slow objects requires the implementation of large 

time constants that can be provided by digital technology without any restrictions, and analog 

technology - only through the use of large-capacity capacitor that causes the growth of the size and 

cost of the regulator. Thus, not only for controlling the slow objects and objects with a band of 

operating frequencies up to 100 MHz digital regulators have distinct advantages. For precision 

control, for control at low frequencies and (or) for control with interrupted feedback, only digital 

regulator can be used. The use of analog regulators in this case is impractical.    
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The advantage of digital regulators is also associated with the possibility of self-tuning and 

adaptation of the regulator parameters. The resolving of these problems by means of only analog 

technology is unacceptable. 

To simulate such systems MATLAB software, Simulink, MathCAD, VisSim and other 

automation software for design and analysis of locked complex dynamic systems can be used. The 

most adequate software for these purposes is VisSim. Indeed, a careful analysis revealed possibilities 

of incorrect simulation results in MATLAB, Simulink and MathCAD. The reason for incorrect 

modeling is not so much the lack of competence of the authors, as it is a lack of adequate software 

tools for this task, which consists of the excess accuracy of the implementation, which is not achieved 

in the real digital regulators. The signals that software MATLAB can calculate cannot be calculated 

with such accuracy by digital regulators. The digital regulator inevitably uses methods for numerical 

integration and derivation of the signals received in the form of a sequence of digital samples. It is 

according this algorithm works VisSim software, and other programs run by other algorithms, which 

cannot be used with digital regulator. Special options in Simulink are adequate too, but VisSim in 

principle cannot operate by another algorithm then algorithm of step-by-step calculating which 

exclude mistake. 

Comparative analysis revealed that simulation software VisSim 5.0/6.0 is the most adequate 

to the task of testing the developed algorithms, it is able to simulate the closed dynamical systems 

with linear and nonlinear elements, including objects with delay. Advantage of this software is 

performing of integration and derivation exactly in the same way as it can be performed on a 

microprocessor regulator, i.e. based on the available input signal samples, taken with a prescribed 

equal time interval. This software allows exploring of different methods of integration and derivation 

on the basis of which we can recommend the best method for implementation in a digital regulator. 

In contrast to VisSim, such software as MATLAB, MathCAD and others perform analytical calculation 

of derivatives and integrals that cannot be reproduced in practice by digital regulators, as analytical 

expressions of the input signals in reality are not available. 

Note that in the simulation software VisSim is necessary to choose one of several methods of 

integration. It is obvious that the implementation of digital control is also necessary to choose one of 

these methods. Studies have shown that in some cases the result varies with the method of integration. 

However, in realization of digital regulators, developers usually do not pay attention to this feature, 

considering that the integration and derivative, as such, give the desired result without depending on 

the method of implementation of these operations, while it is in not the case. Simulation program 

VisSim inevitably attracted developer attention to the problem of choosing of one of these methods. 

What is necessary is only to use the same method to regulator, which was used in the simulation. 

Conclusion 7. Numerical optimization of digital regulators with the help of software VisSim 

provides the most adequate result, which can be repeated by regulators most accurately. 

2.12. The Two Kind of Tasks of Regulator 
Numerical Optimization 

We will distinguish two different approaches to the problem of numerical optimization of 

the regulator. Regardless of whether an automatic, semi-automatic or manual optimization 

procedure is performed, the tasks can fundamentally differ depending on whether the research is 

conducted directly with the object, or with its model.  

Accordingly, we divide two following classes of tasks. 

Problem 1. Numerical optimization of the regulator by experimenting directly with the 

object. 

Problem 2. Numerical optimization of the regulator by simulation using the object model. 

When solving Task 1, the following difficulties can arise: 

• restriction on the mode: inadmissibility of overshooting or exceeding of some pre-set 

level, inadmissibility of the oscillatory transient process, and so on; 

• restriction on the number of test cycles or the high cost of each test; 
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• low repeatability of experiments due to noise, disturbances, non-stationary properties of 

certain parameters, and so on; 

• extremely low speed, as a result of which many cycles of experiments are difficult or 

impossible. 

A number of objects do not allow operation not only in unstable circuits, but even with 

insufficient quality of control, which leads to a damage of output products or to damage the object. 

The long duration of processes in real objects, taking into account the required number of simulation 

cycles (500–10,000), leads to an unacceptably long experiment time. 

There are no said difficulties in solving of Problem 2, but there are problems of adequacy of 

the used model to the real model of the object. 

Specialists do not always adequately understand the importance of this problem. The fact is 

that in response to some specific effects, for example, on a stepwise action, it is possible to 

approximately build an object model and give an estimate of its parameters (the coefficients of this 

model). Modeling an object with the same effect demonstrates a fairly close coincidence of these 

experimental and model transient processes. 

However, when implementing a system with a regulator, the type of transient processes in the 

system can be affected by those parameters of the real model that, during initial identification 

experiments, had an insignificant effect on their appearance in the open loop. The success of object 

identification should be evaluated not by coincidence of the object’s response to a stepped or other 

test action in the absence of feedback, but by coincidence of the response of the system with the 

optimized regulator in its simulation and its real functioning in the presence of feedback. The results 

of this kind of coincidence are rarely given in the articles, which demonstrate the inadequate quality 

of controlled object identification in most practical cases.  

This is the reason for the wide prevalence of the methods of practical solution of Problem 1, 

the ineffectiveness of which is easily demonstrated with simulation. Namely: the methods of not 

damping oscillations, damping oscillations and others are specially designed to adjust the regulators 

based on actual tests of the system. Therefore, for example, the method of not damping oscillations 

suggests bringing the system to the state of not damping oscillations, to determine the coefficients of 

the regulator, leading to such oscillations and the frequency of the obtained oscillations. Based on 

these results, the regulator coefficients are calculated using the table, which is proposed to be used to 

control this object. Such methods are based on some simplified model of the object and on the relation 

between the above parameters. For example, it is most often assumed that an object has a model of 

the form of an aperiodic link and an element of pure delay consistently included with it. This 

hypothesis is often unfounded; therefore, the methods give far from optimal results, and often the 

result is simply not applicable. In addition, some objects simply cannot be brought to the state of not 

damping oscillations for technological reasons. Nevertheless, such methods are widely used in the 

practice of scientific research due to the lack of identification problems. In real practice, they are less 

common. 

If the result is obtained on a real object, the problem of transferring it to practice does not 

arise. Any result, even far from optimal, in this case will be more reliable than the optimal result for 

not quite adequate model.   

2.13. Objectives and Tasks for the Further 
Research   

The basis for further research is the thesis proved in [21–42] that the toolkit for numerical 

optimization of regulators is most complete for solving the problems of design of regulators with a 

variety of features that complicate the solution of these problems. In the arsenal of this group of 

methods there are various cost functions, a number of effective regulator structures and the results of 

their comparative studies. Theoretical bases that confirm the correctness of simulation and the 

convergence of optimization algorithms are developed and recommendations for changing the cost 

function in the absence of convergence or in the case of unsatisfactory results of optimization are 
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given. 

Currently, research on improving the digital control of dynamic objects in a locked loop of 

automatic regulation is relevant; the flow of publications on this topic is not exhausted. Much 

attention is paid to these problems, which is reflected in the publications of the journals “International 

Journal of Control”, “Technical Cybernetics”, “Automation and Telemechanics”, “Automation and 

Software Engineery”, and many others. Precision control is characterized by the requirements of 

reducing of the static error below 0.1%, and in some scientific problems (as, for example, in laser 

frequency standards), it must be below 0.001%, in which case rigid constraints are also imposed on 

the dynamic error tolerances. Satisfaction of these conditions can serve as a criterion for the 

effectiveness of the developed control algorithms. 

Thus, to achieve this goal, it is necessary to solve the following tasks. 

1. Development of methods and development of techniques for optimizing the control of 

technological objects with delay links, with nonlinear elements in their model, with output noise and 

output disturbance: 

a) development of new effective regulator structures; 

b) development of effective criteria for optimizing of locked systems; 

c) development of effective optimization methods and investigation of their convergence. 

2. Investigation of the possibilities of proposed methods and methods of object control under 

conditions of significant uncertainty in the coefficients of the object model and/or their random 

variation. 

3. Development of methods for optimizing of the control of multi-channel objects. 

Report content 

1. Basic requirements and mathematical tools for the system of control. 

2. Requirements for the Possibility of the Physical Realization of the model. 

3. The Choice of the Regulator Structure. 

4. Regulator with Fixed Coefficients. 

5. Regulators with a Non-Integer Integration and Derivation. 

6. Classification of Developing Direction of Methods of the Designing of ACS. 

7. Adaptive and Self-Tuning Regulators. 

8. Adaptive Regulators and Prospects of this Approach. 

9. The formulation of the problem of designing an adaptive system. 

10. Self-Tuning Regulators. 

11. The formulation of the problem of designing self-tuning system. 

12. Robust Regulators. 

13. The formulation of the problem of designing of adaptive system. 

14. Advantages of Digital Regulators. 

15. The Two Kind of Tasks of Regulator Numerical Optimization. 

16. Objectives and Tasks for the Further Research. 

2.14. Control Questions 

 

 What systems are called linear? 

  What are the main blocks of the design scheme of the automatic control system? 

  What is called the feasibility of a mathematical model of an object? 

  What are the requirements for a mathematical model of an object so that it can be 

implemented? 

  Why should the degree of the numerator be less than the degree of the denominator? 

Do you know the exceptions to this rule? 
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  Based on what considerations is the selection of the structure of the regulator? 

  Describe the most detailed structure of the automatic control system. 

  What is a fixed gain regulator? What is the alternative to this? 

  What is called a regulator with an integer degree of integration or differentiation? 

  How do you understand non-integer integration? 

  How do you understand non-integer derivation? 

  Is it possible to physically implement non-integer integration, if so, in what way? 

  Is it possible to physically realize non-integer derivation, if so, in what way? 

  In what directions is the development of design methods for regulators? 

  What is analytic design? 

  What is numerical optimization? 

  What are table methods? 

  What is the empirical adjustment of the regulator? 

  What is an adaptive regulator? 

  Formulate the problem of design of an adaptive regulator (adaptive system). 

  What are the prospects for the development of adaptive systems? 

  What are self-adjusting regulators? 

  How are self-adjusting regulators different from adaptive ones? 

  What is common between self-adjusting regulators and adaptive ones? 

  Formulate the task of designing a self-adjusting regulator. 

  What are robust regulators? 

  Formulate the task of designing a robust regulator. 

  What are the advantages of digital regulator? 
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3. Visual Simulation of 
Unlocked Structures   

 Keywords: numerical optimization, simulation, VisSim, menu, blocks, analyze, transfer 
function, mode setup, Euler, Runge Kutta, Bulirsh-Stoer, Adams-Moution. 
 
 This chapter gives detailed instructions about the use of VisSim software for modeling locked 
systems.  
 This chapter gives a description of the VisSim working window, gives you the purpose of 
buttons with which you can select elements for graphic design of locked systems, also it gives 
examples of how to edit created elements, how to choose modeling options. The chapter 
also provides illustrative examples by which you can learn to model closed systems of any 
degree of complexity.   

3.1. The Window of the Software VisSim 
As a tool for modeling, optimization and research of ACS, it is proposed to select the software 

VisSim. The window of the program (Fig. 3.1) contains the working field and panels of control 

commands and buttons (Fig. 3.2), whose purpose, as a rule, is intuitively clear. 

 

 
 

Fig. 3.1. A typical view of the VisSim software window 

 

When mastering the software, it is recommended to investigate the purpose of each button 

independently. When a developer draws the marker “mouse” to any of the buttons there is an 

inscription-hint, explaining the purpose of the button. In addition to the buttons, commands from the 

command menu can be used to enter elements and set simulation parameters: File, Edit, View, 

Simulation, Analysis, Blocks, Tools, Window, and Reference.  

The “File” menu allows you to create, open, insert or close a file, save, print, change 

properties, etc., and also open one of the last several editable files (see Fig. 3.3 a). Menu “Edit” allows 

you to cut, copy and paste fragments and make other changes (see Fig. 3.3 b). The “Simulation” menu 

Topic №3 
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allows you to configure simulation (optimization) or optimization parameters (see Fig. 3.4 a), and 

“Blocks” menu allows you to select the standard blocks from the proposed list (see Fig. 3.4 b). 

The first 7 menu buttons (see Fig. 3.2) are understandable to users of personal computers 

without additional explanations. 

Buttons  and  allows you to add or remove inputs from other units. Buttons  and   

also allow you to increase or decrease the zoom level. The button  starts the simulation or 

optimization procedure, depending on the selected mode. 

Buttons for inserting blocks allow you to insert the corresponding frequently occurring blocks. 

So, with the help of buttons , you can insert respectively a constant-forming unit, 

a linear-rising signal generation unit, a step-jump forming unit (unlike a constant block in this block, 

you can set the delay amount), a comb-forming unit, a harmonic signal generating unit, block for data 

import from the file and the sawtooth signal generation unit. 

 

 

 
 

 
 

 
 

Fig. 3.2. VisSim control buttons 

Buttons  allow you to insert blocks of formation of rectangular signals and triangular 

signals, a block for switching on and off the simulation, and a “potentiometer” block (that is, a 

constant driver whose value is controlled by the position of the slide rheostat). 

The buttons  allow you to insert display units: a terminal (to indicate the 

value of the signal at the end of the simulation), an oscilloscope (for displaying 1 to 8 graphs as a 

time function or X-Y axes), a probe indicator, an indicator in the form of a pointer, indicator in the 

form of a histogram, a block of export to a file, a block “stop” and an “error” block. 

The button  allows inserting a fragment of the bus with a fixed position on the graph, which 

can be arbitrarily changed by dragging this fragment along the field. This makes it possible to fix the 

location of the tire, which provides a more graphic representation of the project. The resulting “line 

fragment” block can be turned inversely, like most other blocks. To rotate it, just select the block and 

click the right mouse button to bring up the menu, which includes the “reverse” function. In the 

images of the block, by default, the inputs are located on the left, and the outputs are on the right. 

This also applies to units that have only inputs or only outputs. 
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a b 

Fig. 3.3. The menu commands “File” (a) and “Edit” (b) 

 

The button  allows you to insert the rectifier block (forming absolute value of the input 

signal), and the button  allows inserting of the amplifier (multiplier by the coefficient). By default, 

this factor is equal to one, to change it, simply call the editing menu with the right “mouse” button. It 

is permissible to use the letter designation of the coefficient if the value of this letter variable is 

numerically determined throughout the simulation. 

The button  allows you to insert a name for the line. After that, you can assign any 

alphabetic or alphanumeric name in editing mode, for example, X, Y, e1, V2, etc. It should be 

remembered that small and capital letters are treated as different letters, for example, the names A2 

and a2 will be perceived as different names of lines. Equally named lines are considered to be the 

same line. A block  with a fixed line name can be found in the project as many times as desired, 

all its outputs will mean the same point. In this case, only one time its input can be use to connect 

some signal which may be sent from the output of another block. 
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a b 

 

 

c d 

Fig. 3.4. The menu commands “Simulate” (a), “Tools” (b) and “Blocks” (c) and “Analyze” (d) 
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An attempt to send any signal to the input of another block with the same name will be rejected 

by the program as an error, which is natural, since the outputs of different blocks can not be connected 

with each other. The inputs of any number of blocks can be connected to each other without 

restrictions, but all together they must be connected to only one output of the only block. In this sense, 

there is a complete analogy to the electrical circuits, with voltage generators (unlike them, current 

sources can be combined in outputs, but the VisSim program does not provide this). Buttons 

 allow you to enter an integrator (of two kinds), a linear filter described by the transfer 

function, a sample-and-hold device and a delay link, respectively. 

Acquaintance with other buttons occurs as they are used. For a more detailed reading, it is 

recommended to study information from the Klinachev website [19–20]. 

3.2. Start of the Working in the Software 
When you open the program, the working window occurs, as Fig. 3.5 shows. The top line contains 

commands, below line contains the buttons for working with files and for adding, removing or fixing 

elements in the project. 

 

 
 

Fig. 3.5. The VisSim program window 

 

To start modeling, it is necessary to create a model of the system with the display device. 

Thus, we need a signal source, a device that converts these signals and an indicator of the received 

signals. In the simplest form, for example, it can be a harmonic signal generator, a nonlinear element, 

and an oscilloscope. 

An example of such a structure for modeling and the result is shown in Fig. 3.6. It uses two 

consecutive nonlinear devices, namely the dead band element and the limiter, included in series. Note 

that if the nonlinear elements are interchanged, the result (output signal) will change. Fig. 3.7 shows 

the graph that is obtained with the indicated change in the order of the nonlinear elements. The 

amplitude of the received signal has noticeably decreased. 
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Fig. 3.6. Modeling of the sine signal generator and non-linear transforming elements  

 

 
 
Fig. 3.7. Modeling of the sine signal and non-linear transforming elements after changing of the order of 

these elements 

3.3. Tuning of the Parameters of the 
Simulation and Optimization  

For tuning of the parameters of simulation (mathematical modeling), it is necessary to call up 

the settings window (Fig. 3.8).  

By default, the simulation starts at the zero point in time. At this point, all the constants jump 

to their prescribed value. The values of step functions jump at the same moment to their prescribed 

values, if they did not have nonzero delay value. The time step (or step of integration) determines the 

magnitude of the quantum in time, i. e. the period of time sampling in the simulation. The end of 

simulation time specifies when the simulation is complete. Used can also select the units of time 

(seconds, minutes, hours). The software allows realization of real-time mode by ticking the 

corresponding menu window. In this case, the simulation will occur at the exact tempo that 

corresponds to the selected time units and with the selected integration step. This option is only useful 

if the software is applied to generate real signals that interact with real external devices, for which 

input and output port is available. In the case of modeling with the goal to determine the stability or 

to optimize the regulator, there is no need for a complete correspondence of the computer time to the 
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real one. On the contrary, such a correspondence is undesirable, otherwise the optimization of the 

regulator for an object described by time constants of the order of several minutes would take (for 

example, 500 iteration steps) about several thousand minutes, i. e., tens of hours. For the same reason, 

one should not attach special importance to units of time. Any unit of time can be treated as “second”, 

depending on the speed of the objects it can be microsecond, millisecond, minute, hour, day, month, 

year, etc.  

 

 
 

Fig. 3.8. The simulation settings menu 

 

The operator always has the possibility to apply the time scaling method, considering the 

conditional “second” is such time unit at which most model and controller coefficients related to time 

take the most middle values, i. e. their logarithm is closest to unity. Indeed, it is inconvenient to deal 

with too small or too large values, especially for a large order of an object, taking into account that 

each polynomial coefficient (in the numerator or denominator of the transfer function) contains the 

corresponding scale (in time) coefficient to the same power as the argument s. 

Example 10. Consider the transfer function of an object: 
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It can be reduced it to the canonical form, ensuring the unit values of the free term in the 

numerator and denominator polynomials: 
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In this form, this transfer function can be used for simulation more easily, since the available 

coefficients not differs too much (in order of magnitude) from unity. 

To place the model of the transfer function in the form of a rational fraction, it is necessary to 

choose “blocks - linear systems - transfer function” or press the button with the symbol 1
1

1 . 

A window for setting up a simulation of the transfer function in the form of a rational fraction 
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(3.2) is shown in Fig. 3.9. Fig. 3.10 shows the result of modeling the response of an object with this 

transfer function to a step unit input action. 

 

 
   
Fig. 3.9. The menu for setting the parameters of the transfer function (3.2) in the form of a rational 

fraction 

 

 
 

Fig. 3.10 The result of modeling of the object response with transfer function (3.2) to a step unit input 

 

Example 11. Consider the transfer function of an object: 

𝑊𝑂(𝑠) =
50

1+0.001𝑠+0.000001𝑠2.     (3.3) 

Replacing the seconds by milliseconds, we get the transfer function of a simpler form: 
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𝑊𝑂(𝑠) =
50

1+𝑠+𝑠2.      (3.4) 

This transfer function is more convenient for modeling, but now it should be taken into 

account that the simulation is performed not in seconds, but in milliseconds, that is, a factor of 1000 

in relation to frequencies and factor 0.001 in relation to time are introduced. This factor should be 

taken into account when implementing the regulator. 

3.4. Choice of the Time Sampling Step 
To ensure the best simulation accuracy, the integration step should be chosen as small as 

possible. Fig. 3.9 shows an example of the result of simulating of the harmonic transient process for 

different values of the time step. It is seen that the form of the graph is distorted for too large step is, 

and the distortions are negligible for sufficiently small step of time. 

From the standpoint of saving the computational resource and the calculation time, one should 

strive to choose the reasonable value of this step, not too small. Especially acute is the problem of its 

choice in solving the optimization problem, since in this case of too small time step it can lead to too 

much computation time. 

The first rule. The step must be small enough that the increment of all signals in the final 

version of the simulated system is negligible during the transient process (in comparison with the 

magnitude of the transient process, provided it is stable). The magnitude of the transient process of 

an unstable system can be not taken into account. Therefore, it is permissible if in intermediate stages 

this step is not sufficiently small, but in the final stages of modeling it should be chosen correctly. 

Worse, if the situation is reversed: at first the step it will be correct, but at the final stage due to the 

increase in the gain coefficient the system’s speed will increase, and the previously chosen step will 

become incorrect. Therefore, the verification of the correctness of the selection of the time step must 

be repeated at the final stage. 

 

 
 

Fig. 3.9. Graphs of transient processes for various settings of the time step (0.1 s and 1 s) 

 

The second rule for choosing a step can be formulated in this way: the step should be 20–100 

times smaller than the smallest time constant in the object and regulator divided by the gain in this 

loop. 

Since the gain in the loop during the regulator optimization process can vary, as well as the 

regulator parameters, it can be assumed that even if in the initial stage of the simulation the step was 

chosen quite justifiably and correctly, after completing the calculations with the new values of the 

regulator parameters, this step may turn out to be incorrect, i. e. too large. 
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The third rule is necessary and sufficient. It states: if after the simulation the step is reduced 

by 2–4 times, after which the repeated simulation gives practically the same results, the previously 

chosen step was sufficiently correct. 

3.5. Choice of the Integrating Method 
When choosing the method of integration, a series of different methods are suggested, 

including Euler with lag, trapezoidal, Runge-Kutt, different orders, etc. (see Fig. 3.10). 

 

 
 

Fig. 3.10. Integration method setup menu 

 

We recommend choosing the Euler method with delay (Euler’s simple method) or the 

Adaptive Bulirsh-Stoyer method (ABS), depending on the characteristics of the problem. 

The rationale for choosing the Euler method is given in. To substantiate the influence of the 

choice of the integration method on the correspondence of the results of the sequential application of 

mutually inverse operations to the characteristic signals is investigated. If the test signal is 

sequentially transmitted through an equal number of derivative and integrating links (in any order), 

then the output signal should be the original signal. This is not always achieved, and not always with 

every choice of the method of integration. When choosing a simple Euler method and providing a 

sufficiently small integration step, the best match is achieved. Therefore, we recommend a simple 

Euler method. In this method, the integral of a function is calculated as the sum of rectangles whose 

base is the intervals equal to the step of integration, and the height is the values of the function at the 

beginning of this step. Since the integration step is sufficiently small, the computation of the integral 

is sufficiently accurate. 

The rationale for choosing the ABS method is justified by the fact that only with this choice 

the open model of the object in the form of many loops with feedbacks is adequately modeled. 

Let consider the transfer function of the form (3.4). The relation between the input U(t) and 

the output signal X(t) is described in this case by an operator-form equation (in the Laplace transform 

domain): 
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This relationship can be rewritten in the following form: 
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Also, it can be rewritten in the following form: 
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Hence, it is easy to obtain the following relation:  
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Fig. 3.11 shows the structure for modeling the system by the relation (3.5) and by the relation 

(3.8). Transient processes approximately coincide. However, if we consider the difference of these 

processes, as shown in Fig. 3.12, the difference of these graphs reaches a value of 0.2 units, that is, 

slightly less than half a percent. When modeling by different methods, this difference assumes 

different values, in particular, for this example in the Bulirsh-Stoer simulation, this peak error value 

reaches 1·10–6, and the minimum value in the peak reaches –3.5·10–6. 

When modeling the fourth-order Runge-Kutta method and the adaptive Runge-Kutta method 

of the 5th order, this error value in the peak reaches a value of 3·10–9, and the minimum value at the 

peak is –10–9. 

Thus, in this case the best coincidence is achieved by Runge-Kutta methods of the 4th or 5th 

order. An error in modeling by the second-order Runge-Kutta method is incommensurably greater. 

In more complex structures, in some cases, the smallest error was obtained by modeling with the 

Bulirsh-Stoer method. 

   
 

Fig. 3.11. The structure for modeling objects by models (3.5) and (3.8) 

 

Conclusion 7. The choice of the method of integration depends on the problem being solved. 

Among the most appropriate methods, one can recommend the simple Euler method, the Runge-Kutta 

method of the 4th and 5th order, and the Bulirsch-Stoer method. 
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Fig. 3.12. The difference in the graphs in Fig. 3.11 for Euler simulation (line 1) and ABS (line 2) 

 

 
 

Fig. 3.13. The same as in Fig. 3.12 with an enlarged scale along the ordinate axis 

 
 

Fig. 3.14. The difference in the graphs in Fig. 3.11 for 4th-order Runge-Kutta simulation (line 1) and ABS 

(line 2) 
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Fig. 3.15. The same as in Fig. 3.14 at an enlarged scale along the ordinate axis 

 

In a number of problems, only one of these methods gives adequate result. 

3.6. Tuning of the Parameters of Simulation 
and Optimization 

To configure the parameters, you must choose one of three optimization methods: Powell, 

Polak-Ribiere or Fletcher-Reeves. Fig. 3.16 shows the corresponding configuration window. It is 

also possible to specify user’s own method (custom). The difference in the action of the optimization 

methods is investigated by our own experience. From the point of view of the problem of optimization 

of regulators, none of the three built-in methods have clear advantages in relation to others. With the 

correct choice of the objective function, any of them is effective enough to achieve its minimum, 

which is the goal of optimization. The number of optimization steps, as a rule, is excessively high. 

When modeling with a virtual object (but not with real and not in real time) this is not such a 

significant drawback. 

The software implements two types of optimization: reduction of the objective function 

“Constraint” to zero and achievement of the minimum of the “Cost function”. The last of the listed 

types is the most relevant for optimizing the regulator parameters. To run this mode, you must tick 

the “Perform optimization” window. The “Max Iterations” window sets the maximum number of 

iteration steps. Theoretically, after the set number of steps is completed, the program must stop, 

indicating the best result achieved for the specified number of steps. In practice, all the versions 

examined ignore this limitation, in which one can easily verify by putting a small number of iterations 

and observing the program's actions. The “Error Tolerance” window allows you to set the tolerance 

for the error in finding the minimum of the extremum of the objective function. This value can be set 

much less than suggested by default, since the proposed value of “1” may be too rough, if the objective 

function takes not too much significance. 
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Fig. 3.16. Optimization settings menu 

3.7. Simulation of the Response of the Linear 
Link 

 

To simulate the response of the link described by the linear transfer function, it is enough to 

enter such a link, the generator of the corresponding test signal and the oscilloscope, and then launch 

the button “Play” (Start). 

Example 12. We define a transfer function of the form 

 221
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For this purpose, when editing the created block, we set its parameters, as shown in Fig. 3.17.  

 

 
 

Fig. 3.17. Settings menu of the transfer function block 
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After starting the simulation, a transient process will be obtained, which is shown in Fig. 3.18. 

The shape of the oscilloscope window can be changed by editing. Pressing the right button on the 

oscilloscope block calls the window shown in Fig. 3.19. 

 

 
 

Fig. 3.19. Modeling of the response of the transfer function block 

 

Having selected the option “Over Plot” and the number “4” (the maximum allowed number 

is 8), we obtain simultaneous display of four graphs. You can change, for example, the coefficient of 

the first power of s (see Fig. 3.20). 

 

 
 

Fig. 3.19. Oscilloscope parameters editing menu 
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а б 
Fig. 3.20. Dependence of the transient process on the coefficient at s: a - an increase of it in 2, 4, 8 and 16 

times; b – decrease in 2, 4, 8 and 16 times 

 

3.8. Simulation of the Response of Non-linear 
Links  

 

When modeling the response of nonlinear structures, it is important to follow the order of 

inclusion of nonlinear and linear links. Changing the order of the sequence leads to changes in the 

result. 

Example 13. Transferring the link of the restriction from the first place to the second and third 

in the example of Fig. 3.21 causes a corresponding change in the response of the entire chain of these 

elements. It is easy to see that a change in the order of succession of linear links within a chain 

containing only linear links does not cause any changes in the result beyond the limits of this chain. 

 

 
 

Fig. 3.21. Dependence of the transient process on the order of the elements in the case of the presence 

of a nonlinear element 

 

It should be remembered that in practice, there are no ideal linear links; each element of the 

system has some form of nonlinearity (and sometimes several). At a minimum, each element is 

characterized by a limitation of the input effect. Therefore, in practice, most often the order of the 

elements is very significant. For the same reason, in modeling, one should try to take into account all 
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the nonlinear elements entering the real system, and strictly follow the order of their following. 

In an analytic study of the system, taking into account all the nonlinearities unnecessarily 

complicate the system of equations, which, as a rule, is extremely complicated for theoretical analysis. 

In modeling, the account of nonlinearities is not particularly difficult in connection with the presence 

of a sufficiently wide set of characteristic nonlinearities and with the possibility of specifying their 

parameters.  

Thus, in the arsenal of nonlinear blocks there are blocks: a multiplexer, a coincidence detector 

(intersection, cross detection), a dead band, an all-part selection, a limiter, a tabular nonlinearity, a 

high-end block and a low-level pick-up unit, a switch, a quantizer, storage. In addition, there are 

blocks that perform arithmetic operations (mark extraction, rectification, signal multiplication, signal 

raising, etc.).   

Report content 

1. The window of the software VisSim 

2. Start of the working in the software 

3. Tuning of the parameters of the simulation and optimization 

4. Choice of the time sampling step 

5. Choice of the integrating method 

6. Tuning of the parameters of simulation and optimization 

7. Simulation of the response of the linear link 

8. Simulation of the response of non-linear links 

 

3.9. Control Questions 

 

 What custom options does the oscilloscope unit have? 

  What custom options does the transfer function block have as a polynomial relation? 

  What custom settings does the “Simulation Properties” window have? 

  On what grounds is the integration step chosen? 

  How can we make sure that the integration step is chosen correctly enough? 

  By what criteria should you choose the duration of the simulation time? 

  What integration methods do you know? 

  What are the criteria for choosing an integration method? 

  Does the optimization result depend on the integration method? 

  How are optimization parameters configured? 

  What needs to be done to begin the process of numerical optimization? 

  What are the criteria for choosing “Error Tolerance”? 

  How can we display multiple simulation results simultaneously on the same 

oscilloscope? 

  What should be considered when modeling a nonlinear object? 
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4. Visual Simulation of the 
Locked Structures 

 Keywords: locked-loop simulation, numerical optimization, theoretical analysis, practical 
result. 
 
 This chapter explains how to correctly model closed dynamic systems and shows how to 
better model simulation results using an example. 
  This chapter discusses the methodology for modeling closed dynamic systems. The 
examples demonstrate the dependence of the type of transients on various amplification 
factors in the circuit, and it is shown how to obtain a family of transients. The difference 
between the theoretical result obtained on the basis of the mathematical model of the 
individual elements of the system, the simulation result in software that performs step-by-
step modeling, and the practical result when implementing the calculated controller is 
discussed. These differences are extremely important, they exist in practice, it is necessary 
to understand the reason for such differences, since only in this case can we get a result that 
can be successfully used in practice.  

4.1. Simulation of the Locked Linear System 
Visual simulation of locked ACS consists in obtaining graphs of output signals of locked 

structures under the influence of given signals on the inputs of these structures. In addition to 

obtaining graphs, it is also possible to obtain the corresponding frequency characteristics of locked 

structures. The resulting graphs can be saved to a file for later processing. In addition, the simulation 

makes it possible to clarify the dependence of the output signals on the change of certain parameters 

of individual elements in the form of a family of graphs. 

Fig. 4.1 shows an example of the result of modeling of a locked system. Since in traditional 

regulator structures feedback is generally negative and single, it is these structures that are further 

demonstrated without additional justification. 

As a rule, any real system is affected by disturbance, which cannot be measured, but influences 

to the output signal. In the simulation, such an effect is formed as an additive signal on the output of 

the object, as shown in Fig. 4.2. 

The task of designing a regulator is to find a mathematical model of it that provides the most 

accurate repetition by the object output signal Y(t) of the reference signal V(t) with the least possible 

dependence of this signal on the disturbance effect H(t). 

It is evident by comparing the graphs of Fig. 4.1 and 4.2, that the response of the system to a 

step unit jump is interrelated. 

The image of the output signal Y() is related to the images of the target V() and the 

interference H() by the following relation: 
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Fig. 3.1. Simulation of the response of the system to a jump in the control action (line 1 is output signal, 

line 2 is error in the system) 

 

 
 

Fig. 4.2. Modelling the response of the system to the jump of the disturbance (line 1 is output signal, line 

2 is error in the system) 

 

Here W() is the transfer function of the open loop, equal to the product of all transfer 

functions of the loop. Based on this, we can write the relations for the output signals of the structures 

in Fig. 4.1 and 4.2: 
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Here, Y1() is the transform of the output response signal y1(t) to the step unit jump of the 

prescription v1(t), Y2() is the transform of the response output signal y2(t)  to the same jump of noise 

h2(t) (the index refers to the number of the simulation scheme). For V1() = H2() = σ(t) (the symbol 

σ(t) denotes the unit step jump at the instant t = 0), we obtain Y1() + Y2() = Σ(), that is, 
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y1(t) + y2(t) = σ(t), where Σ()) is the transform of the step function σ(t). Thus, having the result 

shown in Fig. 4.1, we can easily calculate the result shown in Fig. 4.2, and vice versa. That is, in the 

case of a linear single-loop system with a single feedback, for simplicity of analysis, the system 

response to the perturbation h2(t) can be not considered separately, since the response to the control 

action v1(t) is exhaustively informative. Any of these responses is sufficient. This situation is not 

similar in the case of nonlinear systems, as well as for systems with many circuits and to systems that 

use non-unit feedback or (and) in the direct path between the reference and the subtractor there is an 

element with a non-unit transfer function. 

Example 14. Consider an object of the first order. Control of such an object can be provided 

by a proportional regulator (Fig. 4.3). An increase in the proportional regulator coefficient 

simultaneously ensures an increase in speed and a reduction in the static error. Fig. 4.4 demonstrates 

that further increase in the gain factor gives the same effect without causing a stability violation (if 

the integration step with each simulation is correlated with the process rate). If the integration step is 

not changed, then the stability of the system will be violated, but such modeling would be not correct. 

Conclusion 8. A first-order system with negative feedback is stable with any gain. 

This result follows from the theory of automatic control, Example 14 only illustrates it. 

If the stability is still violated when modeling a system with a first-order object and a 

proportional regulator, this will indicate a violation of the conditions for the correctness of the 

simulation, namely: the speed of the system will become so large that the previously chosen 

integration step is already insufficiently small. 

Conclusion 9. A violation of the stability of a first-order system with an increase in the 

coefficient indicates an incorrect simulation. 

This statement follows from theory and it does not require experimental or model evidence, 

but those who wish can be convinced of its validity by modeling. 

 

 
 

Fig. 4.3. Transient processes when the coefficient of proportional regulator varies from 1 to 8 
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Fig. 4.4. Transient processes when the coefficient of the proportional regulator varies from 16 to 64 

 

Example 15. Consider, under the same conditions, a system with a second-order object (see 

Fig. 4.5-4.7). As the proportional regulator K coefficient increases, the response time also increases, 

and the static error decreases. However, after reaching a certain value of this coefficient, an overshoot 

occurs, which then increases with increasing of K. Over 100% overshoot almost always means a loss 

of stability. Very rarely such overshoot occurs in a stable system. An ideal second-order system can 

be on the stability boundary, but formally not beyond this boundary. In such a system, there are no 

steadily increasing oscillations, although not damped oscillations may occur. In this case, it is 

sufficient to have one more element in the system with the slightest additional inertia, so that the 

system becomes unstable.   

 

 
 

Fig. 4.5. Transient processes with a second-order object when the proportional regulator coefficient 

varies from 1 to 16 
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Fig. 4.6. Transient processes with a second-order object when the proportional regulator coefficient 

varies from 32 to 256 

 

In practice, there are no ideal objects of the first or second order. Really its order is much 

higher. Therefore, any practical example of a system originally described by a first- or second-order 

model has not full and correct mathematical model. Hence in practice even such object can be brought 

to the loss of stability by increasing the gain. In software VisSim, additional inertia gives the difference 

of numerical integration from the ideal mathematical performance of this operation. Therefore, when 

modeling a second-order system in this program, an unstable process can be obtained. Thus, modeling 

in this program is more similar to the practical situation than theoretical analysis or modeling, for 

example, in software MATLAB. 

 

 
 

Fig. 4.7. Transient processes with a second-order object when the proportional regulator coefficient 

varies from 512 to 4096 

 

In most cases, it is required that the overshoot does not exceed 5-10%, and in many practical 

problems it is not allowed at all. As we see from this example, the object of the second order in most 

cases cannot be stabilized by a proportional regulator with a sufficiently small static error and without 
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exceeding by overshooting of some pre-set not too large level. 

Example 16. Consider under the same conditions a system with a third-order object (see 

Fig 4.8–4.9). As the proportional regulator coefficient K increases, the response time increases, the 

static error decreases, but the overshoot problem becomes more acute. As can be seen from Fig. 4.8, 

even with an object not prone to oscillation motions (as manifested in the real values of the roots of 

the polynomial of its denominator), control with a small overshoot can be achieved only with a small 

loop gain coefficient. In this example, this coefficient is equal to one, while the static error is 50%. 

Provision of a small static error (less than 0.1%) only at the expense of the proportional regulator is 

practically impossible with the majority of real objects of the third and higher order. Therefore, for 

these purposes, an integration channel is usefull, that is, a PI regulator. 

 

 
 

Fig. 4.8. Transient processes with a third-order object when the proportional regulator coefficient varies 

from 1 to 8 

 

 
 

Fig. 4.9. Transient processes with a third-order object when the coefficient of the proportional regulator 

varies from 16 to 32 

 

 

In Fig. 4.10, the object previously considered is controlled using PI regulator. As is seen, a 
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zero static error is easily achieved with overshoot of less than 20%. From the transient processes of 

Fig. 4.11 it is clear that the addition of the derivative link allows further reducing of the overshoot 

and eliminates the reverse overshooting for the prescribed value that took place in the previous 

example (see Fig. 4.10). In some variants of the values of the PID regulator coefficients, an additional 

increase in speed can be provided with full complete or almost complete elimination of overshoot, as 

Fig. 4.12 shows. 

 

 
 

Fig. 4.10. Transient processes with a third-order object with PI regulator 

 

 
 

Fig. 4.11. Transient processes with a third-order object with a PID regulator 
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Fig. 4.12. Transient processes with a third-order object with a PID regulator with other settings of the 

coefficients 

4.2. The Differences between Theoretical 
Analysis, Simulation and Practical Results 

Consider a system in which the transfer function of the loop is described by a rational fraction. 

Usually, the order of object is the order of the polynomial in the denominator of the model of the 

object. The order of the regulator by analogy should be called the order of the denominator of its 

transfer function. Then the proportional regulator should be called the zero-order regulator, and the 

PI-regulator is the first-order regulator. In this terminology, the order of the numerator of the 

corresponding transfer function is not used, therefore this terminology is not sufficiently convenient. 

For definiteness, we introduce the term “asymptotic order” (AO). We define it as the 

difference between the order of the denominator and the order of the numerator. This term is 

associated with the logarithmic amplitude-frequency characteristic (LAFC) slope in the high-

frequency region; its value is equal to the slope multiplicity with the opposite sign. If AO is equal to 

unit, then the slope is minus one, and if AO is minus one, then the slope is plus one.  

For example, the AO of an integrator, like the AO of an aperiodic link, is equal to one. In the 

high-frequency region, the slope of LAFC of these links is minus one (–20 dB / dec). 

The AO of the oscillating link (the second-order link) is equal to two, the LAFC slope is minus 

two (–40 dB / dec). 

For PID regulator AO is minus one. The slope of the LAFC in the high-frequency region is 

positive and equal to + 20 dB / dec. 

Since, when connecting links, their transfer functions are multiplied (and LAFC are added), 

the AO of the corresponding transfer functions is also added. For example, when the second-order 

object and the PID regulator are connected in series, the resulting AO is one, that is, the LAFC of this 

connection in the high-frequency region is minus one. 

From the theory of automatic control for linear systems it is known that a linear system without 

delay is stable if its LAFC crosses the axis of abscissas at an angle of –20 dB / dec. With sufficient 

length of this section (more than 12 dB in each direction), the system has sufficient stability margin. 

From this it follows that the system, in the loop of which the total AO is equal to one, is stable 

with any gain.  

Conclusion 9. A system consisting of first-order object with a proportional regulator is stable 

for any gain factors. 

Corollary 1. To control the object of the first order, PID and PD regulators are redundant. 

Conclusion 10. A system consisting of second-order object with a PID regulator is stable for 
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any gain factors. 

Corollary 2. To control the second-order object, the PID regulator is sufficient, double 

differentiation is not required. 

The above conclusions and corollaries are valid only for the purely theoretical case. In 

practice, there is no first-order or second-order object. Such a simplified model is permissible only in 

the case when the error from such simplification is not fundamental and is negligible in the entire 

range of consideration of the behavior of this object. 

For example, if the loop gain is limited for some reason, not related to finding of the optimal 

tuning, then the frequency range remains limited. Therefore, for the admissibility of such a 

simplification, it is sufficient that the simplified model coincides with the actual model of the object 

only in this limited frequency range.  

A characteristic mistake of researchers is the violation of this rule. For example, when 

identifying an object, the adoption of a model of the first or second order is sufficiently justified, since 

in the considered frequency band this model was adequate. Further, this model is often used 

irrespective of bandwidth limitations, so as a result unreasonable calculation of the regulator are 

obtained. 

It is sufficient to lay that under no circumstances any object has such properties that the system 

with this object and some regulator would be stable at an arbitrarily large gain. In any practical 

system, there is always a maximum permissible gain, above which it cannot be lifted, because 

otherwise the system would lose stability. From this alone, it already follows that there are never 

objects of the first or second order in nature.  

There are some statements in literature, that the situation in theory is one, but in practice, it is 

quite different. Opposing the theory and practice is non-correct. Such statements are erroneous. If the 

theory does not coincide with practice, then a wrong theory is applied. Since the theory of automatic 

control is correct, in cases where theoretically calculated systems behave in practice differently from 

the theory, it is obvious that the error lies in the models of objects. 

Conclusion 11. The model of the first-order object is always erroneous, since it is always 

insufficient for calculating the regulator. 

Conclusion 12. The model of the second-order object is always erroneous, as it is insufficient 

for an accurate calculation of the PID regulator. 

Indeed, with a PID regulator and a second-order object, the system is stable at any gain, which 

in practice cannot be.  

In practice, there are no systems without transport delay. Accounting for even the smallest 

transport delay gives any theoretical model the properties of a real model: no delay model gives a 

system that is stable at any gain. A system with an object containing delay can always be brought to 

excitation when the gain is increased. 

Report content 

1. Simulation of the locked linear system 

2. The differences between theoretical analysis, simulation and practical results 

4.3. Control Questions 

 

 Is it theoretically possible to optimize the tuning of a PI-regulator for a first-order 

object? 

  How to understand the impossibility of optimizing the PI (or PID-) regulator for a 

particular object model? 

  How do performance, overshoot, and static error in a system with a first-order object 

and PI-regulator change with increasing gain? 
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  How do performance, overshoot, and static error in a system with a second-order 

object and PI regulator change with increasing gain? 

  How do performance, overshoot and static error in a system with a third-order object 

and PI-regulator change with increasing gain? 

  How do performance, overshoot and static error in a system with a first-order object 

and PID-regulator change with increasing gain? 

  How do performance, overshoot and static error in a system with a second-order 

object and PID regulator change with increasing gain? 

  How do performance, overshoot, and static error in a system with a third-order object 

and PID-regulator change with increasing gain? 
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5. Statement of the Task of 
Optimization of Locked 
Structures and Tools for its 
Resolving 

 Keywords: static error, overshooting, monotonous process, transient process, numerical 
optimization, cost function, optimization criterion. 
 
 This chapter explains in detail the statement of the problem of numerical optimization of the 
regulator in the system, gives the most general structural diagram, consisting of the main 
blocks that perform all the important functions during the work of the software that 
performs the optimization. 
  This chapter explains the requirements for a locked-loop automatic control system. These 
requirements are formed on the basis of technical requirements, which, as a rule, are 
presented by the customer for the development of such a system. In the customer’s 
language, requirements are formed in the form of characteristics of a typical transient 
process in response to a step change in prescription. These requirements should be 
formalized and converted into a cost function, which is necessary for the implementation of 
the process of numerical optimization. When solving the same problem, the cost function 
can change during the design procedure, so the result of numerical optimization will change, 
although each particular solution can be optimal, but only for the cost function for which it 
was obtained. The solution of the problem contains two optimizations: firstly, the 
optimization of coefficients to minimize the cost function, and secondly, the optimization of 
the form and coefficients in the cost function, as well as the modeling step and simulation 
time. Therefore, the formation of the cost function is not a simple engineering task, but a 
task close to art or to scientific research, especially in the most difficult cases. The chapter 
provides a variety of tools for cost functions and recommendations for combining several 
terms to create the most effective cost function.  

5.1. Demands to the Locked Loops of the 
Model for Simulation 

Along with the requirement that all elements of the system should be physically realizable, as 

discussed above, it is necessary to select specific requirements for locked loops. 

The first group of requirements is based on the possibility of modeling in software VisSim, the 

second group of requirements is based on the purpose of the control loop, which includes the 

regulator. 

Topic №5 
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5.1.1. Demands for the Possibility of Simulation 
In software VisSim, there is an additional requirement that in each loop, if to consider it in an 

open form, the degree of the denominator of the total transfer function was higher than the numerator, 

or there would be a pure delay in the loop. This requirement is based on the following. Each loop is 

locked through an adder, to the second input of which the signals come from the output of the same 

loop. There may be other inputs, which must also receive some signals. All signals arriving at the 

inputs of all adders must be determined by the beginning of the moment of calculating the output 

signal of this adder. If the loop contains inertial links, then at their outputs at the time of the simulation 

start the signal is zero because of their inertia. Therefore, all the initial data for calculating the output 

signals of the adders are available, and the system can be subjected to analysis by the simulation 

method in steps. The next steps by induction use those signals that were calculated earlier. If there is 

no inertia in the loop, the output signal of the loop, which is the input signal of the second input of 

the adder, must be known at the same moment when its input signal is calculated, which is the output 

signal of this adder. There is an unsolvable task for the program.  

We can call as conditionally inertial element any element in which a time interval is not less 

than the integration step, which passes between the change in the signal at the input and the change 

that produces it in the output. This class of elements includes all filters, the degree of the denominator 

of which is greater than the degree of the numerator. In addition, this class includes delay links, in 

which the delay time is not less than the integration step. In addition, such elements are including as 

sample and hold devices, registers and many other digital, analog and digital-analog devices. This 

class does not include derivative links, signal multipliers, gain factors, adders, logic elements without 

triggers, for example, elements “AND”, “OR”, “XOR”, and so on. We note that the differentiating 

element is formally one order of magnitude greater than the order of the denominator.  

Accordingly, we can call as the inertial structure any connection of links, which collectively 

behaves like an inertial element. Accordingly, the combination of the inertial element and the non-

inertial element gives the inertial structure except for the case with the derivative link. Sequential 

connection of the filter, the numerator of which is only one unit smaller than the denominator, with 

the differentiating link, as a result, is a non-inertial structure. 

 The above requirement can be formulated as follows: every loop, if it is conventionally 

opened, must be inertial structure. 

This feature only at first glance may seem a shortcoming of the software. In fact, this limitation 

brings modeling closer to the real system, to the work of a real digital regulator. No loop in nature is 

non-inertial. Modeling of the non-inertial loop has no practical meaning. 

In addition, the system indicates an error if, for example, a delay value is set in the delay link, 

which cannot be realized at the chosen integration step, for example, it is less than this step or not a 

multiple of this step. 

5.1.2. Demands to the Feedback Loop from the Point of View of the Adequacy 
of the Regulators to Their Tasks 

The requirements for the system are formulated, as a rule, based on the technical 

characteristics that an object in the system should possess. As a rule, the following demands are 

required: 

1. Zero or negligible small static error. 

For example, it can be formulated mathematically: 

)()(lim tvty
t

=
→

 .       (5.1) 

In addition, in the case of linear systems, this requirement can be expressed in terms of images: 
)0()0( VY =  .       (5.2) 

This requirement can also be expressed in the form of a requirement for the open-loop transfer 

function: 
J
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Here J is a positive integer, for example, 10, w0 is a small value of frequency, WP is an open 

loop transfer function. 

Fig. 5.1 shows a transient process with a steady error, which contradicts to the requirement 1. 

 

 
 

Fig. 5.1. Transient process with a fixed error 

 

2. A small overshooting that does not exceed a preset value, as a percentage of the 

value of the task jump that caused this overshoot. In particular, there may be a requirement for 

no overshoot. 

Fig. 5.2 shows a transient process with overshoot, which contradicts to requirement 2. 

 

 
 

Fig. 5.2. Transient process with overshooting 

 

3. Short duration of the transient process until error decreases to value less then certain 

small threshold. For example, the time to reach a relative error of 5% can be set: 

)(05,0|)(|05.0 tvtett   .    (5.4) 
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4. Absence of oscillations or their small number, or the ratio of the amplitude of the next 

oscillation to the amplitude of the previous oscillation (damping index). 

Fig. 5.3 shows a transient process with oscillations that contradict to requirement 4. 

5. No reverse overshooting. The reverse overshoot is the output of the output signal in the 

direction opposite to the prescribed direction of this value. 

Fig. 5.4 shows a transient process with a reverse overshoot, which contradict to requirement 2. 

In addition, in a transient process, features that may worsen its attractiveness may occur, but 

often they are permissible, the presence of such features is not a reason to consider the system to be 

bad or inoperable. However, in some special cases, such features may be extremely undesirable. 

 

 
 

Fig. 5.3. Transient process with oscillations 

 

6. Not monotonic course of the transient process. 

Fig. 5.5 shows the transient process in a not monotonic fashion, which contradicts to the 

requirement 6. 

 

 
 

Fig. 5.4. Transient process with reverse overshoot 
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Fig. 5.5. Transient process with not monotonic motion 

5.1.3. Demands to the Cost Function 
The requirements to the regulator coefficients are formed as an objective function. The 

optimization procedure must find its extremum, that is, the maximum or minimum. If the procedure 

seeks for the maximum, the objective function is called the “Profit Function”. If the procedure seeks 

for the minimum value, the objective function is called “Cost”. 

When using software VisSim, it is most convenient to use the cost function, that is, a positive-

definite function that is calculated from the results of the simulation of the transient process, and 

which should take the minimum of all possible values for the computed arguments, in this case, with 

the found coefficients of the regulator.  

If, according to technical requirements, the objective function is specified as a profit function, 

then it is easy to form a cost function from it, putting it equal to the value opposite to the profit 

function, i.e., profit with negative sign. That this function does not become negative, it can add a 

constant positive value, which is known to be greater than any current value of the profit. To treat 

lost profit as cost or prevented losses as profit is logical, this interpretation makes it easy to move 

from cost to profit and back, and, therefore, to ensure that the minimum of the cost function meets 

the best adjustment of the regulator. 

At least, the following requirements are imposed on the cost function: 

1. Cost function should depend on all the parameters that need to be optimized, directly or 

indirectly. It is not necessary that this dependence be expressed in an analytical relationship. It is 

enough that the relationship takes place. 

2. Cost function must be a real nonnegative function for all values of all optimized parameters. 

3. Cost function must correspond to the optimization objectives, namely: the better the 

optimization goals are achieved, the less is the cost function. 

4. The dependence of the cost function on each parameter should be smooth and have a single 

minimum and the achievement of this minimum must correspond to the objectives of the control (the 

goals of regulator adjustment). 

5. Cost function must not decrease indefinitely with an infinite growth (in absolute value) of 

at least one optimized parameter. 

If cost function does not depend on even one of the coefficients, in the optimization process 

this coefficient will increase to infinity or decrease to minus infinity, the procedure will not end (the 

software will interrupt it), the optimization will not be successful. 

If the dependence of the value function is not smooth, the optimization procedure will be 

unstable. This will be manifested either by the fact that at each attempt to continue the optimization 
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from the achieved values it will lead to new values far from the initial values, or the result of 

optimization will depend on the starting conditions (or both of these phenomena will occur).  

If there are several minima in the cost function, the optimization procedure can give different 

results, depending on the starting conditions. This defect can be corrected using the global 

optimization procedure, i.e. finding the global minimum of the cost function.  

If the value function unboundedly decreases with the growth of at least one parameter, the 

optimization procedure will also not be completed, since it will be interrupted due to the fact that 

absolute value of this parameter will reach an unacceptably large value. 

The procedure of global optimization can be obtained by applying the usual optimization 

procedure repeatedly from different starting values, storing the results (the received values of the cost 

function), and then choosing the result that corresponds to the minimum value of them.  

5.1.4. Additional Demands to the Locked Systems 
In addition to the requirements discussed in the previous two sections, additional requirements 

may be imposed on locked systems. Examples of possible requirements are given below. 

With respect to the object model, two possible options are possible: an inaccurately specified 

object and an interval-defined object. 

In the first case, the parameters of the model are known, but with some error, for example, 

1%. In the second case, it is known that at least one of the parameters of the object changes in a certain 

interval, the value of which is significant in comparison with its value, that is, for example, more than 

10%.  

To control an object with an inaccurately specified object, it is necessary to use rough 

systems. To control the object with interval parameters, it is necessary to use robust or adaptive 

system.  

1. Rough system is a system that preserves efficiency and all design specifications with small 

changes in the parameters of the model of the object and the regulator. It is about changes at the level 

of no more than 2–3 %. This requirement is mandatory for all systems. The term “rough system” 

positively characterizes the system, and “not rough” means a negative property of the system, which 

consists in that there is at least one of the parameters, small changes of which lead to cardinal changes 

in the properties of the system (for example, the stable system becomes unstable, or overshoot in it 

increases twice or more substantially). 

2. Robust system. The system is called robust if it is weakly sensitive to relatively large 

changes in the parameters of the object. In this case, one or more object parameters are specified in a 

certain interval. This change can not be attributed to the implementation error or the error of 

identification. Here we can talk about changing some coefficients by tens of percent or even many 

times, as well as changing the order of the model of the object. The regulator remains unchanged. It 

is this property, in contrast to “roughness”, which we will later call robustness. 

3. Adaptive system. In the case of changes in the model parameters that cannot be attributed 

to inaccuracies in identification, it is required to provide the specified properties of the system, as in 

section 2, but it is permissible to change the parameters of the regulator, it is not required that the 

regulator remains unchanged. The structure of the system should contain a means for determining the 

parameters of the object, or the parameters of the system as a whole, as well as a means of influencing 

the regulator in order to change its coefficients or even the structure. Therefore, several types of 

adaptive systems can be distinguished. 

A. Adjustable (self-adjusting) regulators (systems) are such ones in which the coefficients 

change. 

B. Switching regulators (systems) are such ones in which the structure changes. The 

property of “roughness” should be considered compulsory for each of the produced 

systems. Here we are talking about such a small change, which can be attributed to 

inaccuracy in the implementation of the regulator and inaccurate identification of the 

model of the object. Indeed, when manufacturing regulators using analogue techniques, 

as a rule, it is extremely difficult to ensure that the coefficients meet their calculated 

values with an error of less than 1%, and sometimes such an error can reach 5% or more. 
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This is due to the accuracy of manufacturing resistors and capacitors and with the stability 

of their parameters. The use of digital technology allows some coefficients to be realized 

with greater accuracy, however, each digital device that is associated with the control 

object, as a rule, has analog nodes at the input and (or) at the output. Therefore, a regulator 

that is operable only with extremely precise implementation of all its coefficients and 

with extremely precise identification of the model of the object is useless. Consequently, 

this property must always be ensured. Each object should be treated as an inaccurately 

specified object. 

The property “robustness” or “adaptability” can be considered as two different ways of solving 

the same problem, consisting in the system performing its functions, although the object model 

changes. Since robustness does not imply changes in the regulator, it is advisable to prefer such 

systems if their implementation is possible. Adaptive systems should be used when it is impossible 

to ensure the operability of the system without changing the regulator. 

5.2. Structure for the Regulator Optimization 
To optimize the regulator, it is required to apply a structure containing the system model and 

a number of auxiliary modules. The model of the system includes a regulator and an object, and other 

specific blocks can also be included. 

In addition to the system model, the structure should contain: 

1. Means of formation of test signals. 

2. Means of indicating the results of optimization. 

3. Means for calculating the value function. 

4. Means of formation of initial values of parameters. 

5. Optimization tool (performing the analysis of cost function, calculating new parameters, 

analyzing new costs and deciding on further steps - continuing the search or stopping it). 

A possible structure for optimization is shown in Fig. 5.6. 

 

 
 

Fig. 5.6. A typical structure for optimizing of regulator of locked system with feedback 

 

This structure works as follows. The model of the object and the regulator model together 

form a model of the locked system. The means for generating test signals is a step jump generator, 

sine wave oscillator or something similar. For linear systems step is the most convenient and 

indicative kind of the input signal. The cost function evaluation mean calculates the value of the cost 

function based on the results of each test. The starting values are fed through the optimization unit to 

the regulator, specifying the values of its parameters at the very first test of the system from the series 

of model tests. The indicator means contains an oscilloscope showing the final transient process in 

the system, and displays the final values of the optimized parameters (regulator coefficients).  

The optimization unit performs the following functions: 
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1. During the first test, it sets in the regulator those coefficients that are entered by the operator 

into the former of the start values, and also displays these values on the displays. 

2. It started every next test. 

3. Based on the results of the previous test, it takes in its input and analyzes the value of the 

calculated cost function in comparison with its previously obtained values. 

4. It analyzes the stopping criteria. 

5. If the stopping criteria are not met, then according to one of the selected algorithms, it 

calculates the new value of the set of regulator coefficients, and then returns to the repetition of all 

operations starting from step 2. If the stopping criteria are fulfilled, proceeds to step 6. 

6. It selects the regulator coefficients corresponding to the lowest value of the cost function. 

The stopping criterion can be one of the following:  

a) the number of iterations has exceeded the specified value;  

b) it is established that further implementation of this algorithm will not lead to a decrease in 

the value function by an amount exceeding the specified permissible optimization error;  

c) an error occurred that makes it impossible to continue the procedure, for example, 

exceeding one of the parameters or one of the calculated values of the largest permissible value (for 

different versions of the program this is 1028 – 1030, etc.). 

The cost function calculated in the structure implicitly depends on the regulator parameters 

and on the test actions generating the transient process, since the error function of the system e(t) 

depends on these parameters. When solving the problem of numerical optimization, it is required to 

find such values of the regulator coefficients for which the cost function reaches a minimum value. 

Since the error in the system depends on the regulator coefficients, the entire cost function will depend 

on these coefficients. The solution of this problem is called the optimum, in our case the minimum. 

It is necessary to distinguish between local and global minima. Local minima are solutions in which 

small changes in any parameter cause an increase in the cost function; however, this does not apply 

to big changes in these parameters. The global minimum can be the only. This is the solution that 

ensures the least value of the cost function for all parameters from the range of their allowed values.  

Various algorithms for finding the minimum can be applied. The correctness of the choice of 

the optimization method depends on the properties of the problem: the best method for one task may 

be the worst or completely inapplicable for another task. 

5.3. Tools of the Cost Functions 
In the simulation, various transient processes can be obtained depending on the values of the 

PID regulator coefficients. By comparing the various transient processes, developer can choose the 

preferred options and discard the unacceptable ones. Developer of the system always strives to ensure 

the greatest speed, the least overshoot and the smallest static error. If, however, the change in some 

coefficient causes improvement of one indicator, it simultaneously causes deterioration in another 

indicator of the quality of the transient processes. Hence it is difficult to choose the best option. In 

particular, the increase in the coefficient can simultaneously increase the speed and overshoot, and 

by the form of transients it may be not clear to developer which of the two variants of transient 

processes is most attractive. Therefore, a quality criterion is necessary that connects all other criteria 

into a single characteristic. 

In some cases, developer can use two or more criteria, and even if there is no reason to choose 

one criterion from many, it will be sufficient to indicate that both transient processes satisfy the 

technical requirements for a locked system. 

Still there is one problem, the solution of which cannot be fulfilled without a single criterion 

for the quality of the system. This task is an automatic iterative optimization of the regulator 

coefficients. 

We have already mentioned that the VisSim software tool can automatically optimize one or 

more parameters if there is a quality criterion. The criterion of quality can be any cost function that 

satisfies the requirements imposed on this criterion. 

The cost function in general is written in the form of a functional:  
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Here Θ is the duration of the simulated transient process, under the integral there is a function 

that depends on time. As a rule, this function is associated with a transient process in the system 

during the development of a jump or another kind of change in the perturbation h(t) or the prescription 

v(t). 

The most obvious, but not the best, option is as follows: 
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The following cost function is more effective in comparison with (5.6): 
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However, the relation (5.7) is also not the best choice. The best value function can be 

computed in the case when the integral is the sum of several elementary functions with the 

corresponding weight coefficients. In general, this function can be written as follows:  
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Here, the value function is defined as the time integral of the weighted sum of the positive 

definite functions ψq, from the beginning of the transient process t = 0 to its end, when t = Θ. The 

weight coefficients allow us to establish the ratio of the contributions of each of these functions. 

One of the effective functions ψq for (5.8) is the error modulus e(t) multiplied by the time t 

from the beginning of the transient process: 

ttet |)(|)(1 =  .    (5.9) 

The use of such a function allows us to find the regulator, which most effectively reduces the 

error module, multiplied by the time. The expediency of reducing the error module of the justification 

does not require, and the multiplication of this quantity for a time is justified by the fact that the more 

time elapsed since the jump that caused the error, the better the remnants of this error should be 

suppressed. The initial value of the error is excluded from the objective function at all, because at this 

moment t = 0. The factor t plays the role of a weighting coefficient that continuously increases 

linearly. Time can also be applied to some positive degree, for example, t2. This reinforces the 

requirement for rapid fading of the error and weakens the requirement for its magnitude at the very 

beginning of the transient process.  

The disadvantage of the cost function based only on the term (5.9) in relation (5.8) is that 

often when using a regulator tuned by the optimization method with such cost function, oscillations 

in the transient process arise in the resulting system. 

Several modifications of the objective function can be proposed to suppress oscillations. For 

example, the additional term may grow in the event that the overshoot exceeds a certain prescribed 

value. 

For example, if it is required that the overshoot does not exceed 10%, then for a linear system 

this means that for a single step jump, the output signal, changing from zero to one, should never 

exceed 1.1. In this case, developer can form a “penalty” addition, which is equal to the positive part 

of the difference between the output value and a value equal to 1.1. If this difference is negative, then 

the penalty function is zero, if it is positive, then this value is equal to the value of the following 

function: 
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Here the function max {0, f} is a limiter: 
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This cost function is relevant only for the development of a unit stepped action, with other test 

signals it must be changed. 

Another and more effective way to suppress oscillations in the transient process is the use of 

the error growth detector [31]: 
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The product of the error on its derivative must be negative for the best transient processes. In 

this case, that is, if the error and its derivative have different signs, the error value decreases during 

the process. The function (5.12) is zero, and its contribution to the value function (5.8) is also zero. 

This situation corresponds to the desired development of the process. If the error and its derivative 

have the same signs, the error in magnitude increases, the product of the error by its derivative is 

positive, and the function (5.12) is also positive. Then the value function (5.8) with the addition (5.12) 

under the integral increases as a result of integration of the positive function (5.12). The optimization 

procedure will find such regulator parameters that minimize the value with respect to the relation 

(5.8). Consequently, the procedure minimizes the parts of the transient process in which (5.12) is not 

zero. 

This term (5.12) does not ensure the absence of transition regions on which the error increases, 

but it makes the contribution of such regions minimal, that is, minimizes their extent, and the value 

of (5.12) on them. 

In the relation (5.6), the corresponding term has the form 
2
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It does not work well enough, but in some cases, this cost function is justified. At the 

beginning of any process, the error is large. If the prescription v(0) = 1, then the initial error is 

e(0) = 1. During the rest of the process, the error modulus is much less than unity; therefore, the term 

(5.12) has an initial value that cannot be reduced. 

In the general case, developer can use the error module to some extent, multiplied by the time 

to another integer power. Then the value functions will be the following: 




=
0

|)(|)( dttte NM
.     (5.14) 

For M = 1, N = 1, we obtain a situation with the function from (5.9), for M = 2, N = 0 we 

obtain (5.6), and for M = 1, N = 0 we obtain (5.7). This is a positively defined function, that is, it 

cannot be negative for any values of its arguments. We investigated the dependence of the 

effectiveness of this cost function on the M and N degrees. It is shown that in the case of relatively 

simple linear objects this function works most effectively at M = 1, N = 1, and also at M = 2, N = 3 

and in some other cases. In general, the growth of the exponent index M requires a stronger growth 

of the exponent index N. However, because of the possibility of using the composite value function 

(5.8), it is M = 1, N = 1, that is, relation (5.9), that can be recommended for most practical problems.  

When creating a composite cost function, it is necessary to be guided by the principles of 

complementarities, competition and completeness. We shall call the integral of each of the terms 

under the integral in (5.8) a particular criterion, and the sum of these particular criteria will be equal 

to the value function as a whole. 

The Principle of Complementarities 
If any of the particular criteria works correctly, but not enough, then other particular criteria 

should complement its action. The contribution of each of them should influence the optimization 

result, which is ensured by the selection of weight coefficients.  

The principle of Competition 
If a particular criterion acts on the result in such a way as to increase the regulator's 
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coefficients, then this particular criterion will most effectively be supplemented by such a particular 

criterion that acts in the direction of decreasing these coefficients. 

For example, terms that increase with a large overshoot in the system tend to cause the 

coefficient in the derivative link to increase it, but to decrease the coefficient in the proportional link. 

The criteria, depending on the dynamic error, act to increase the coefficient of the proportional link. 

A criterion that depends on the integral of the error, contributes to an increase in the coefficient of 

the integral link, but it may not be sufficient. For this purpose, the cost function that contains the 

integral product of the error modulus for the time from the beginning of the transient process, as a 

term in the cost function (5.8). 

Principle of Completeness 
If the regulator has an integral link, this may be because the system requires a zero static error. 

If the cost function does not include terms that increase dramatically when the static error is not zero, 

then the integral link coefficient will not be calculated reasonably enough as a result of the 

optimization procedure. If a second-order astatism is required from the system, it is not enough to 

introduce double integration into the regulator structure, it is also necessary to introduce into the cost 

function such a term that sharply increases if the system does not have a second-order astatism. 

 

5.4. An Example of the System Quality 
Analysis Based on the Cost Function 

Example 17. Fig. 5.7 gives an example of modeling the problem from Example 16 with 

automatic quality analysis based on the integral criterion from the control error e(t). 

The cost function is calculated from the ratio (5.14) with the values M = 1, N = 1, that is, based 

on (5.9): 
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)()( dttetT .                                               (5.15) 

Since e(t) depends on the coefficients of the proportional, integral and derivative links of the 

regulator P, I, D, the first condition is satisfied. 

The purpose of regulation is to reduce the absolute value of the error e(t) and the integral from 

it to a minimum. The smaller the value of e(t) in absolute value, the smaller the value of function 

(5.15), therefore the second condition is also fulfilled. The factor t (time) under the integral is 

important. At the initial time, the error is inevitably equal to the value of the difference between the 

prescribed signal and the output, the action of negative feedback at this moment only begins to affect 

the behavior of the system. Therefore, the initial value of the error does not characterize the quality 

of the system. As the transient process develops, the quality of the system becomes more and more 

apparent. The faster the error decreases, the better the system is configured and calculated.  

On the upper oscilloscope shown in Fig. 5.7, graphs of transient processes are presented, and 

the lower chart of this figure shows the changes in the cost function as these processes develop. In 

three cases from the four, the cost function continues to grow to the very end of the simulated transient 

process. This means that changing the simulation time would produces a change in the cost function, 

and, consequently, would change the result of the assessment of the transient process. To compare 

the results, it is necessary to made estimates only during the same simulation time and this time should 

be chosen so that by the end of it the growth of the cost function would ceases. This means that the 

simulation time must be chosen so that by the end of the simulation the error becomes zero or very 

close to zero in absolute value. Obviously, looking only at the lower chart, we would recognize that 

the best tuning of the system corresponds to the lowest value of the cost function, that is, just such 

that, after the tenth second, it practically stops growing. This corresponds to the graph on the upper 

chart, which is characterized by the absence of overshoot and the shortest duration of the transient 

process, that is, the output value reaches the prescribed single value most rapidly. Consequently, in 
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this case the value function allows ranking the transient processes in adequate manner in terms of 

quality: the best value of the cost function corresponds to the best transient process. If the process 

were only considered for the first two seconds, we would prefer another cost function and another 

transient process. If the process were only considered for the first five seconds, then the cost function 

should prefer a process that has the highest initial speed, but at the same time has overshooting of 

about 5%, but by the type of process, perhaps we would prefer another adjustment of the regulator.  

 

 
Fig. 5.7. Automatic analysis of the quality of transient processes with a third-order object with PID 

regulator using the integral quality criterion 

 

This example shows how important is the correct choice of the cost function, along with the 

correct timing of the simulation of the transient process. 

5.5. Grounds for Choosing of Weight 
Coefficients in Complex Cost Functions 

The minimum of the sum of several functions, as a rule, does not correspond to a minimum 

of each of these functions. If there are several variants of objective functions, and there is a need to 

minimize all these functions together, then each of the terms must be in the sum with its own 

weighting factor. If the value would be unique, the coefficient would not play any role. When using 

two components in a cost function, at least one weight coefficient is necessary. To add different 

values, it is necessary to bring them all to common units of measurement. 

Choosing of the weights is also a procedure related to optimization. With different choices of 

these coefficients, the results of system optimization will be different, therefore, although each such 

result can be called “optimal”, but only from the position of this choice of the criterion of optimality, 

that is, from the position of choosing weight functions. Thus, the optimization problem becomes more 

complex: first, it is required to “optimize” the optimization criterion, and second, based on this 

criterion, to optimize the regulator. 

One way to choose weight coefficients is to find the general nature of the manifestation of 
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these components, for example, “loss”, or “price”. 

Another way to combine the criteria is to change the weighting coefficients based on the 

results of their application. That is, if a too large overshoot is observed in the transient process of the 

resulting system, then the weight coefficient of the term responsible for decreasing the overshoot 

must be increased. If, however, the error in the system does not decrease rapidly, then the coefficient 

of that term must increase, which increases sharply with the growth of the error, and therefore should 

provide a small error in the system. This method is effective, but it takes a lot of time and an informal 

analysis of the optimization result.   

Example 18. Let there be a problem to optimize both time and cost of travel. Naturally, these 

costs can be saved only at the cost of each other, i.e. one can save time, spend more money, and save 

money, losing more time. The task of finding an acceptable compromise, in essence, boils down to 

the task of reducing the price of resources to a single price scale – or else one should estimate the 

time in money prices or money in hours, which, generally speaking, is the same. 

Say, if the traveler earns 10 Euros per hour, we can assume that saving an hour is well worth 

it to pay at least half the price of hourly earnings. This gives the following natural criterion: 

knt T  +=  5 .     (5.16) 

Here 5 /t Euros hour = , kT and k  are the time and money spent on travel of individual 

sections of the road. 

In this case, one can use the expert method of determining the price. If it is difficult to name 

the price of a certain work, then it is usually sufficient simply choosing of two limiting prices, namely: 

surely low and surely overpriced.  

Example 19. Say, it is necessary to determine how much one hour of your non-working time 

is. Let us say you would have given 4 Euros without a doubt. For saving this time, but under no 

circumstances would they give for it 100 Euros. Therefore, the true price for you is somewhere in the 

middle. “Mean” can be used as the arithmetic mean and as geometric mean with an equal degree of 

validity, if there is no special reason for preferring one or another method of averaging (geometric 

mean, this is the average of the logarithm). In this example, the arithmetic mean gives 52 Euros, and 

the geometric mean gives 20 Euros. If we continue to find it difficult to choose a particular answer, 

we can calculate the average between these two results. The average of the arithmetic between these 

results is 36 Euros. The average geometric is 32.25 rubles. These results are almost close. We can say 

that the cost of one hour under the initial conditions is 34 Euros. 

If the extreme estimates differ by orders of magnitude, for example, 10 and 100000, it is better 

to use geometric mean, if they are comparable in order of magnitude, for example, 10 and 60, then 

the arithmetic mean can be used. 
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5.6. Control Questions 

 

 What requirements does the customer have for the automatic control system? 

  What value is called “overshooting”? 

  What characteristic describes system performance? 

  What is a monotone process? 

  What happens with an error in the areas of the transition process, due to which the 

process is considered nonmonotonic? 

  What characteristic describes the static accuracy of the system? 

  Give examples of cost functions known to you. 

  What is the difference between the results of numerical optimization when using 

different variants of the cost function? 

  For what purpose are compound cost functions made? 

  Describe the three basic principles of the formation of the cost function and explain 

what their essence is. 
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6. Numerical Optimization of 
the Locked Structures 

 Keywords: numerical optimization, robust regulators, system ensemble, search zone 
restriction, global search, local search, coefficient limitation, frequency domain limitation, 
verification. 
 
 This chapter gives information about special methods and techniques that allow you to 
design robust controllers by optimizing the ensemble of systems, as well as ensure that the 
calculation result is sufficiently consistent with the result of the practical use of the 
controllers. This chapter also provides a way to limit the coefficients of the controller and 
the frequency domain in which the control.  
 This chapter provides a sufficient and complete sequence of actions necessary for the 
numerical optimization of the controller. Important methods for limiting controller 
coefficients and limiting the frequency domain in which the optimization procedure seeks to 
ensure successful control are also considered. These techniques enable you to transform a 
global search task into a local search task. Also given is a method to calculate the robust 
regulator. This method is based on modeling an ensemble of control systems with the same 
controllers, but with different values of some parameters of the object model. The problem 
of ensuring the coincidence of the result of the practical use of the calculated controllers 
with the result that mathematical modeling gives is also solved. The reasons for such a 
mismatch are revealed. It consists in the fact that in a real object there are unaccounted for 
features that affect only the region of the highest frequencies. In order to eliminate this 
drawback, it is proposed to introduce a delay element into the object model used in the 
numerical optimization procedure. The corresponding refined block diagram for 
optimization is given. 

6.1. Procedure for the Automatic 
Optimization of Regulators 

To run optimization in VisSim, a developer should do the following things. 

1. Setting of one or more optimized parameters using the "parameter unknown" blocks. 

2. Setting the initial (starting) values to each of these parameters, giving a constant to the input 

of these blocks. 

3. Ensuring of the use of these parameters as regulator coefficients to be optimized. For this 

purpose, it is useful to give them the names of functional variables (for example, P, I and D are the 

coefficients of the proportional, integral and derivative links). Assigned names should be used to call 

these functions as appropriate gains. A developer can use multiplier blocks or directly blocks of gain 

factors. 

4. Ensuring of calculation of the cost function and sending of the result to the “cost” block, 

which should be the only one in the project. For this goal, a calculator is formed, the output of which 

is connected to the input of this block. 

5. Providing of an indication of the optimization result, for which it is advisable to use the 

value indicator block at the output of each of the “parameter unknown” blocks. 

Topic №6 
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In addition, it is possible, but not necessary, to reflect the value of the resulting transient 

process on the oscilloscope block and the value of the cost function on such a unit and (or) on the 

numeric value indicator unit. 

Example 20. Fig. 6.1 shows an example of a PID regulator optimization project for an object 

from Example 16. The criterion (5.15) is used. The resulting coefficients should be rounded to values 

containing no more than three or four valid digits for each parameter. In this example, the starting 

values of the coefficients of the integral, proportional and derivative links were, respectively; kp = 1; 

ki = 0; kd = 0, and after optimization we has obtained kp = 0.584; ki = 3.02; kd = 1.9. 

 

 
 

Fig. 6.1. The project of automatic optimization of the PID regulator for the object from Example 16 by the 

criterion (5.15) 

 

After rounding of the obtained coefficients, it is necessary to verify the admissibility of such 

rounding and the preservation of the achieved type of transient processes (minor changes are allowed) 

and approximate preservation of the value of the cost function. To do this, it is necessary to fill the 

blocks of preset values by “copy-paste” method with the received parameters values and round these 

parameters, then in the “optimization” menu one should uncheck the “optimize” window, select the 

“remember graphs” checkbox in the oscilloscope configuration menu and start the simulation again. 

This method of verification is necessary to exclude a non-rough solution, i.e., a solution that 

ensures a given quality only if the values of the parameters are extremely accurately matched to their 

values. 

The presence of a non-rough solution can arise in the case, for example, when an object 

contains an unstable oscillatory link, for the stabilization of which mathematical modeling suggests 

the introduction of a blocking filter tuned to the same frequency in the regulator. Such a decision has 

no practical value, since its implementation is impossible, and also because a sufficiently accurate 

identification of such an object is also impossible, that is, an object with such properties is most likely 

not exactly in accordance with the model used, but the implementation of the regulator, most likely, 

does not coincide with the calculated regulator.  
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Example 21. Fig. 6.1 shows an example of a PID regulator optimization project for the same 

object from Example 16 using the criterion (5.6). As it can be seen, the result of the decision is not 

so attractive. Therefore, cost function (5.6) can be considered less successful for this problem. 

However, we note that our analysis of the transient process is carried out visually according to the 

type of the transient graph. If the use of this criterion was dictated by the technical conditions of the 

operation of the object (and the system based on it), for example, it is the square of the error that 

characterizes the amount of produced defective products or other adequately represented types of 

losses from insufficient control accuracy, then this criterion should be used. In this case, not our 

subjective assessment of the transient process deserves more confidence, but the result of calculating 

the value function (5.6). 

 

 
 

Fig. 6.2. The project of automatic optimization of the PID regulator for the object from Example 16 by the 

criterion (5.6) 

 

Example 22. Fig. 6.3 shows an example of a PID regulator optimization project for the same 

object using cost function (5.7). 

As we can see, the criteria (5.15) and (5.7) provide sufficiently attractive transient processes 

with the selected object from Example 16. 
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Fig. 6.3. The project of automatic optimization of PID regulator for the object from Example 16 by the 

criterion (5.7) 

 

Let us note some more important principles of application of automatic optimization. 

1. Not only the step of sampling in time, but also the simulation time (duration) should be 

chosen reasonably. We should strive to ensure that the transient process ends in approximately 70–

80% of the simulation time. If the transient process is not yet finished, the optimization results should 

be questioned. If, however, the transient process ends too quickly with respect to the simulation time, 

hence, the cost function includes the result of the signal processing, which is weakly related to the 

quality of the transient process. 

2. It is advisable to strive to ensure that the cost function at the end of the transient process 

would reach a stable level and completed its growth by some steady-state value. If this is not the case, 

then, the choice of simulation duration makes a significant contribution to the cost function and, 

therefore, to the optimization result, too. The growth of the objective function at the end of the 

simulation time may also indicate some errors or incorrectness of using the optimization mode, for 

example, inadequate consideration of factors such as noise or the ADC sampling error that performs 

the measurement conversion of the output signal. 

3. If optimization is carried out using a real object or using the most detailed model, up to the 

ADC or noise, it should be noted that the control error cannot be strictly zero in practice. In this 

case, it is necessary to use the maximum permissible error as the boundary value. In any real system, 

one can specify a sufficiently small value of the error, which can be considered negligibly small, that 

is, the absolute error value falling into the interval between zero and this value can be equated to zero 

error value. In this case, such a situation can be considered an achievement by error of zero level. It 

is necessary to use this in the objective function, that is, to introduce non-linearity of the “dead 

zone” type. Then the integral of such an error will be zero, which corresponds to the natural 

acceptance of such an error inessential for the operation of the system. 

4. As a result of optimization, a structurally unstable system can result. It should be ensured 

that the resulting system is sufficiently rough so that it can be used in practice. To do this, it is 

sufficient to round off the coefficients obtained, leaving only 2–3 significant digits in each of them, 
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and repeat the simulation. The optimization procedure should not be repeated. The resulting transient 

processes should not differ too much from the processes obtained with the exact values of the 

regulator parameters calculated as a result of the optimization procedure. If this is not the case, then 

the system is not rough, and its results are not reliable, that is, the resulting regulator cannot provide 

the required quality of functioning of a real system. 

Example 23. Consider the problem of optimizing a PID regulator for an object with the 

following transfer function: 
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The corresponding structure of the object is shown in Fig. 6.4. The structure of PID regulator 

is shown in Fig. 6.5. The structure for optimizing of PID regulator as a whole is shown in Fig. 6.6. 

In this case, the object and the PID regulator are assembled into composite blocks in order of clearer 

picture. 

 
Fig. 6.4. The structure of the object of automatic optimization of PID regulator from Example 23 

 

 
Fig. 6.5. Structure of the PID regulator (for all cases) 

 

 
 

Fig. 6.6. The structure of the system for automatically optimizing the PID regulator from Example 23 

 

After the optimization procedure is started, the values of the required PID regulator 

coefficients are obtained in the windows of the optimization unit’s display, as shown in Fig. 6.7. The 

resulting transient process is shown in Fig. 6.8. The transient process ends in about 70 s. The 

overshoot is negligible (about 2%), the static error is zero (which is natural when using the PID 

regulator). 

The next step is to check the result for roughness. For this goal, we round off the results. We 
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set kp = 1.5; ki = 0.052; kd = 6.5. The resulting transient process almost completely coincides with the 

process shown in Fig. 6.8, from which it follows that the system is rather rough. 

 

 
 

Fig. 6.7. The result of optimizing the PID regulator from Example 23 

 

 
 

Fig. 6.8. The transient process resulting from the optimization of the PID regulator from Example 23 

 

It is also possible to demonstrate (but not prove) the optimality of the obtained solution. To 

do this, it is sufficient to add an indicator of the value of the cost function to the structure, after which 

to change the individual coefficients in the direction of increasing and decreasing. If the system is 

optimal, then any change in any coefficient will give an increase in the cost function. With the 

obtained coefficients, the value of the cost function is 231.5. 

We can set the increment to the proportional coefficient by 0.2. When this coefficient is 

increased by this value, the value function becomes 292.0, and with a decrease it is equal to 371.8. 

The graphs of the corresponding transient processes are shown in Fig. 6.9. 

Similarly, we set the increment to the coefficient of the integrating path by a value of 0.04. 

With an increase in this coefficient, the value function becomes 285.5, and with a decrease of 277.5. 

The corresponding transient processes are shown in Fig. 6.10. 

Let us change the coefficient of the derivative path by 0.4. With the increase of this coefficient, 

the value function becomes 244.3, and with a decrease it is equal to 222.7. The corresponding 

transient processes are shown in Fig. 6.11. 

The latter actions, seemingly, refute the assertion that the obtained values of the PID regulator 

coefficients are optimal. However, the conclusions should not be rushed. The point is that we rounded 

out the optimization results. If we take more precise results, namely, kp = 1.538; ki = 0.0516; kd = 6.4, 

then the value function takes the value 217.0. Therefore, it nevertheless should be recognized that the 

tests carried out have confirmed the optimality of the result obtained (although this acknowledgment 

refers to the result with an accuracy of four significant digits). The changes in the graphs of transient 

processes during rounding are not significant, so the rounded value of the regulator parameters can 

be considered optimal in some approximation. 
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Fig. 6.9. Transients from Example 23 with proportional link coefficient changes: 1 – increase, 3 – 

decrease, 2 – initial value 

 
 

Fig. 6.10. Transients from Example 23 with changes in the coefficient of the integrating link: 1 – increase, 

3 – decrease, 2 – initial value 

 

 
 

Fig. 6.11. Transient processes from Example 23 with changes in the coefficient of the derivation link: all 

lines merge  
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6.2. Fixing of the Coefficients 
If in the use of an insufficiently high version of the software VisSim, or in the optimization of 

too many regulator parameters, or in other cases which complicates the optimization of the regulator, 

it may turn out that the program is not able to find all the required coefficients. This can be expressed 

in the fact that the resulting transient is not satisfactory, or the system does not terminate the procedure 

in spite of the fact that the number of iterations made has clearly exceeded the preset maximum value. 

One of the methods of simplifying the problem is that some coefficients can be fixed by 

removing the extra blocks “parameter unknown”. After finding a part of the sought coefficients, a 

developer can change the choice of which factors are fixed and which ones change during the 

optimization procedure. 

Also, it is possible to fix the correlation between some coefficients, which also allows 

reducing the number of required parameters. For example, if certain symmetry is observed in the 

structure of a multichannel object, we can expect an analogous symmetry in the multichannel 

regulator, which allows us to use, for example, equal regulators in symmetric channels. This also 

reduces the number of search parameters in the optimization procedure.  

6.3. Optimization of the Ensemble of Systems 
for the Robust Control 

In the simulation, several parallel systems can be created. Two cases are possible: a) parallel 

modeling of systems with the same objects and different regulators; b) parallel modeling of different 

objects with the same regulators. 

In case (a), this can speed up the process of finding the extremum and make it more visible. 

For example, if we do not know whether this regulator parameter should be increased or decreased, 

we can try to do both in sequence, and we can implement both in parallel. In the case of finding the 

optimal setting with a real object, a developer often has to perform a trial deviation of the tunable 

parameter. This deviation allows determining of the direction of further changes to this parameter. In 

the simulation, a developer is not limited to one object, he can simulate two or even more objects in 

parallel. This eliminates the need for trial deviation. 

Case (b) allows the calculation of robust regulators, i.e., such regulators, that provide a 

satisfactory solution of the problem not only for fixed parameters of the object, but when they change 

in a certain small (previously known) interval. 

Indeed, if a regulator is necessary which successfully works with the object under the 

conditions of changing its parameters in a certain interval, then developer can simulate several 

systems in parallel with identical regulators, but with different objects. At the same time, different 

settings of object parameters correspond to extreme and (or) most undesirable combinations of object 

parameters. The regulator, which will give the best results for all objects from this list at the same 

time, will be robust, in the sense that it will be successful in a predetermined range of object parameter 

changes. The quality criterion (cost function) must take into account, equally (or, possibly, with 

weight coefficients) the quality of each of the systems being modeled.   

Example 24. Consider the problem of optimizing a PID regulator for an object from Example 

23, provided that the time constant of the delay link can increase to a value of 15, and the time constant 

of the first filter can increase to a value of 60. 

If we use the result obtained in Example 23, then at the highest values of the indicated time 

constants the transient process will be characterized by a 30% overshoot, as Fig. 6.12 shows. 

Optimization of the ensemble gives the transient processes shown in Fig. 6.13. It is seen that 

the process for smaller values of the time constants (line 1) converges too long, since the error does 

not become zero until the end of the graph (that is, until the time 200 s). We can enter a weighting 

factor equal to 1.5 into the error from this system when calculating the cost function. The 

corresponding structure is shown in Fig. 6.14. The process is shown in Fig. 6.15. It is clear that as a 

result, the both processes reach the prescribed value (the error becomes zero) in a time of about 160 
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s. Thus, the optimization of ensemble of systems allows ensuring of the achievement of a compromise 

in the quality of transient processes at the boundary values of the model parameters of the object. 

 

 
 

Fig. 6.12. The transient process in the system of Example 23, obtained in a system with an object with 

maximum time constants when using a regulator obtained by optimization with the minimum values of 

these time constants 

 

 
 

Fig. 6.13. Transient processes in the system from Example 23, boundary values of time constants (line 2 is 

the largest values, line 1is the smallest values); the regulator is calculated by the method of optimizing of 

it for the ensemble of the systems 
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Fig. 6.14. Structural diagram for optimizing the regulator for an ensemble of systems using a weighting 

factor in the cost function 

 

 
 

Fig. 6.15. Transient processes in the system according to the structure of Fig. 6.14: line 1 is output of the 

object with smaller parameters, line 2 is output of the object with large parameters of the model 

6.4. The Validity of the Model for Optimizing 
of the Regulator 

The need for the adequacy of the model used to its actual value is discussed earlier. It is 

required that the regulator, which is optimal for the used model, would remain optimal for the real 

object. Every model is approximate; no model corresponds to the object completely. Therefore, the 

question of sufficiency of approximation of the model to the real object is relevant. We need a formal 

criterion for the admissibility of neglecting certain parameters of the model, and so on. 



 

84 
 

As noted above, the object of control is actually considered in a limited frequency band. With 

this stipulation, it is permissible to describe objects by first- or second-order models, as well as models 

that do not contain inertial links, and even by derivative links, i.e., elements, the order of the 

numerator of transfer functions is higher than the order of the denominator. But in this case, when 

solving optimization problems, the object and its model can be identified only in the specified limited 

frequency region. Otherwise, there is an apparent contradiction between theory and practice, namely: 

the optimal regulators in theory prove to be non-optimal in practice and vice versa. 

In order to avoid the contradiction between theory and practice, it is necessary to artificially 

limit the frequency band in the model in accordance with how it is naturally limited in a real object, 

or (more correctly) to refine the model in the high-frequency region to such a sufficient degree that it 

would ensure a coincidence of the theory and practice. 

In Section 4.2, the term “asymptotic order” (AO) of the open-loop transfer function is 

introduced. With respect to the loop with AO of the first order, the theory at first glance differs from 

practice. 

In theory, it is impossible to optimally adjust the loop with a first-order AO. In practice, for 

any system, optimal tuning is possible. This contradiction is resolved as follows: in practice, there 

are no first-order AO loops.  

The impossibility of optimization does not mean that the object cannot be controlled. It may 

be that just in case the object is too simple to control; the regulator cannot be optimized. Optimization 

involves a compromise, that is, the choice of such coefficients, which are not too large and not too 

small. For example, the gain in the regulator should not be too small, so that the duration of the 

process and the error are not too large, but this gain should be not too large, so that overshooting 

would be not too large. If, however, the increase in the gain makes it possible to reduce the error and 

the duration of the transient process, but does not lead to a violation of stability and does not even 

lead to the appearance of overshoot, then a search for a compromise is not required, and it is 

impossible. In the theory of such a system, an increase in amplification gives only a positive effect 

without any negative side effect. Therefore, the impossibility of optimization in theory does not 

indicate the fundamental complexity of solving the problem of controlling an object. It only points 

out the complexity of solving this problem by the optimization method. But this complexity is not 

fatal: it is sufficient to implement some additional constraint that will cause the optimization 

procedure to stop at some stage, and as a result, a regulator adjustment will be obtained that will be 

satisfactory. It is required that the reason for stopping the procedure introduced artificially with the 

expansion of the speed of the system into the high-frequency region should act no later than the actual 

reason for the impossibility of increasing the gain in the real system. 

Thus, when using a procedure that does not end itself, developer should automatically stop 

earlier than the procedure will lead to the area of inadequate solutions. This principle can be 

formulated as follows: an artificial obstacle must act before the catastrophe occurs. The catastrophe 

here means an erroneous system setup in which a system with an erroneous model is stable, and a 

system with an actual model is unstable. 

On this basis, we can propose the use in the optimization procedure of a model with an 

artificially imposed restriction on its speed. 

So, let the optimization problem of a PI regulator or proportional regulator for a first-order 

object is not correct, since there is no reason for the formal procedure to stop the gain increasing. 

Similarly, the problem of optimizing the PID regulator for objects of the first and second order is 

incorrect. This means that whatever setting we have not found, there is always the option to specify 

a different setting, which will be better for the quality of achieved control. The introduction of the 

artificial stopping mechanism of this procedure makes it stable; the task with this modification 

becomes correct. 

An artificial obstacle for this procedure can be done, at least, in one of the following two ways: 

1. Restriction on the growth of one or several gains. 

2. Restriction on the speed of the object. 

In the first case, for example, a value can be introduced into the cost function, which is equal 

to zero if the product of all the coefficients is less than a certain prescribed large value. 
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In the second case, for example, a link with a limited speed can be introduced into the model 

of the object. 

The second option seems more natural, since it is more real situation in practice. 

Therefore, in practice, for any object without exception, there is always the best setting 

(regardless of the possibility of finding it). This is due to the fact that in practice, there are no ideal 

objects of the first or the second order, or any other finite order in an unlimited range of frequencies 

and without consideration of the limitations of the input effect. It is these limitations that often lead 

to the fact that after achieving some acceptable quality, no methods can improve the result, and this 

is why a solution that cannot be improved is called optimal. The reasons for the existence of an 

optimal solution can be called the reasons for the limited possible speed and quality of the transient 

process. They may optionally be associated with a limited input impact or a limited bandwidth: 

another reason may be a transport delay in the real-world model. 

In practice, there are all these reasons and some others, but not all of them have a 

determining effect on the optimal setting. The one that starts to affect them at lower frequencies 

(earlier) is the main reason for the model’s inadequacy, and it must be taken into account in the refined 

model. The importance of some reasons against another depends on the ratio of the corresponding 

values in the true mathematical model of the object. 

Such a cause may be a delay link, or additional unaccounted minimum-phase links in the 

object model (i.e. filters), or dynamic non-linearity, that is, a limited rate of increase in the output 

signal, and so on.  

6.5. Forced Limitation of the Regulator 
Coefficients 

In the previous section, it is said that an incorrect task can be made correct if the regulator’s 

values are forced to be limited in magnitude. 

Example 25. Consider the problem of optimizing a PID regulator for an object with the 

following transfer function: 

1100

1
)(

+
=

s
sW  .      (6.1) 

The structure for optimization and the result (the obtained coefficients) are shown in Fig. 6.16. 

The stopping of the optimization procedure was because an integration step of 0.1 s was selected. The 

resulting transient process is practically discrete; it ends after a small number of simulation steps, as 

shown in Fig. 6.17. This result cannot be satisfied. 

 

 
 

Fig. 6.16. The block diagram for optimizing the regulator in Example 25 

 

We reduce the integration step by a factor of 10, that is, we select 0.01 s. We obtain new 

regulator coefficients, equal to: kp = 10000.5; ki = 100; kd = 4.137·10–11. The resulting transient 

process is shown in Fig. 6.18. It is again practically discrete. If we further reduce the integration step, 
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we will obtain even larger coefficients with even greater speed, and again the procedure will stop 

when the process is actually discrete. 

Let us introduce a restriction on the gain of the proportional gain loop, for example, at the 

level of 1000. For this goal, we introduce into the cost function the integrated signal former of value 

kp, the non-linear element “dead zone” with the band width value 2000 and the absolute value 

calculating unit. We connect the output of this block through the adder to the integrator. The new 

structure of the system model is shown in Fig. 6.19.  

 

 
 

Fig. 6.17. The transient process in the system optimized according to the structure of Fig. 6.16 with 

integration step of 0.1 s 

 

As a result of optimization, a regulator with the following coefficients was obtained: 

kp = 1000; ki = 23.377; kd = –57.21. The resulting transient process is shown in Fig. 6.20. This method 

succeeded in making the incorrect task correct, if we now reduce the integration step, the result will 

be the same or very close. Indeed, if the integration step is reduced by half, the result is almost the 

same, namely: kp = 1000; ki = 33.02; kd = –69.71, the type of the transient process almost does not 

change, it only shortens by 20%. 

 

 
 

Fig. 6.18. The transient process in the system optimized according to the structure of Fig. 6.16 with 

integration step of 0.01 s 
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Fig. 6.19. Modified block diagram for optimizing the regulator in Example 25 with limiting the 

proportional gain factor of the regulator 

 

Therefore, this method is workable, but not sufficiently substantiated. Indeed, the speed limit 

is required to be filled with a reinforcement constraint, which creates additional difficulties in solving 

this problem. The negative coefficient in the derivative link also causes some doubts, although in 

general the method works. 

 

 
 

Fig. 6.20. The transient process in a system optimized according to the structure of Fig. 6.19 with an 

integration step of 0.01 s 

6.6. Forced Limitation of the Frequency 
Range of the Model Used in Optimizing of 
the Regulator 

A developer can forcefully limit the frequency range obtained as a result of optimization of 

the system due to the fact that an additional inertial link, filter or delay link is introduced into the 

existing model of the object, which begins to affect only at those frequencies, at which he has not 

reliable data on the phase shift in the real object model. This method is based on the assumption of 

the worst situation. Optimization of the regulator for such a deliberately degraded version of the 
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model of the object will give such a regulator, which with a high degree of probability will 

successfully work in a system with a real object. Fig. 6.21 shows a modified structure for this purpose 

to optimize the regulator. This method is patented and its effectiveness is proved by modeling. 

 

 
 

Fig. 6.21. Modified structure for optimizing the feedback loop regulator 

 

Example 26. Let us solve the problem of Example 25, which consists in optimizing the PID 

regulator for the object (6.1). We use the structure of Fig. 6.21, which for the given problem takes 

the form shown in Fig. 6.22. We specify the delay in the element that limits the speed of the object, 

at the level of 0.05 s. Fig. 6.23 shows the obtained transient process, and the resulting coefficients, 

according to Fig. 6.22, are equal to kp = 1380; ki = 11.2; kd = 23.19. The resulting transition process 

is shown in Fig. 6.23 (line 1). 

 

 
 

Fig. 6.22. A modified block diagram for optimizing the regulator in Example 25, with the object 

performance limited by the method of Fig. 6.21 
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Fig. 6.23. The transient process in a system optimized according to the structure of Fig. 6.22 with an 

integration step of 0.01 s (line 1), as well as a process with no delay (line 2) 

 

For comparison, we can consider the process in the absence of delay (Fig. 6.23, line 2). It is 

also possible to consider a family of transient processes when the delay is varied from 0.2 s to 0.6 s, 

as Fig. 6.24 shows. 

 

 
 

Fig. 6.24. Transient processes in a system optimized according to the structure of Fig. 6.22 with different 

delay values, the delay value can be determined from the beginning of the graphs: the line 1 is 0.2 s; line 

3 is 0.4 s; line 3 is 0.5 s and so on 

 

Based on this example, we can conclude that the artificial limitation of object model speed is 

effective for designing a regulator by the method of numerical optimization. This method allows 

solving even such problems that are formally incorrect for this method. 

In addition, this method allows us to supplement the model, which is not well known, in such 

a way that the result of the simulation is in sufficient agreement with the result of the practical use of 
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this regulator. Indeed, if the model of the object is known in a limited frequency band, the hypothesis 

that beyond the limits of this frequency band there is a decisive action of the delay link, therefore, 

when optimizing the regulator, a model supplemented with such a delay is used. 

If the actual object has such a delay, the system will be stable, if the object does not have a 

delay, or it is less, the system will also be stable. Finally, if the frequency band in the object is limited 

not so much by delay, as by a higher-order filter (affecting this frequency band), then in this case the 

received regulator will provide stable control with a sufficiently high quality (i.e., with a slight 

overshoot). 

Report content 

1. Procedure for the automatic optimization of regulators 

2. Fixing of the coefficients 

3. Optimization of the ensemble of systems for the robust control 

4. The validity of the model for optimizing of the regulator 

5. Forced limitation of the regulator coefficients 

6. Forced limitation of the frequency range of the model used in optimizing of the 

regulator 

6.7. Control Questions 

 

 How can I calculate a larger number of coefficients than the software used to do? 

  How can I limit the scope of the search for regulator coefficients? 

  How can I limit the frequency range in which the program tries to ensure successful 

control while optimizing the controller? 

  For what reasons can the design result be very different from the result of applying 

the obtained regulator in practice? 

  Is the mathematical model of an object always accurately known to the designer of 

the control system? 

  For what reasons may some part of the mathematical model of an object be unknown? 

  What needs to be done to ensure that the result of the design of the regulator is 

completely identical to the result of its application in practice? 

  Explain how the proposed method for modifying an object model works. 
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7. Dividing of the Motion: 
Using of Many Drives (MISO) 

 Keywords: numerical optimization, motion separation, MISO, drive, actuator, logarithmic 
frequency response, speed, accuracy, control resource. 
 
 This chapter describes the theory and practice of using several channels of influence for high-
precision and high-speed control of a single output value of an object. 
  This chapter gives the concept of a motion division method. This method consists in 
separately controlling the fast and slow movements of an object. The method is used to 
simultaneously use several channels of influence on the object in order to change the same 
output value of the object. Each of the channels has its own drawback, otherwise it would 
be self-sufficient. At the same time, each of the channels has its own advantages, otherwise 
it would not be in demand. This chapter offers a method that allows you to eliminate the 
shortcomings of each channel and combine their advantages through competent design of 
the regulator. If the regulator is designed without the correct calculation, it may turn out 
that the result will combine the shortcomings and eliminate the advantages of each of the 
control channels. The proposed method can be applied not only to combine two different 
channels of influence on the object, but also for a larger number of them, subject to the 
same principles. 

7.1. Justification for an Excessive Number of 
the Influencing Actions on the Object 

 

As a rule, the number of controlled quantities is the same as the number of signals that act. 

However, the use of an excessive number of inputs to an object is in many cases not only justified, 

but also necessary. Indeed, if one drive (that is, an impact device on the output value of an object) 

allows controlling an object at a high speed, but in a small range, and the other drive allows controlling 

in a large range, but at a low speed, then combining these drives can supposedly combine these dignity 

and eliminate shortcomings. The lawful is the formulation of the problem: it is necessary by means 

of two such drives suppress two types of disturbances. Namely, small high-frequency noise and large 

low-frequency noise. Such a symbiosis of drives cannot cope only with large high-frequency noise, 

but such interference may not be due to the nature of the object. Thus, the two drives in the above 

example are not at all redundant, since their action is frequency-spaced. This example is one of the 

most important reasons for using the method of separation of movements. 

 

7.2. Combining of the Advantages of the 
Different Drives 
 

With the help of motion division, it is possible, using a broadband drive with a small control 

resource and a narrowband drive with a large control resource, to provide control in a wide band and 
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at the same time with a large range simultaneously. 

Let consider the most general requirements for the regulator, as a consequence of the 

mathematical model of the object and the requirements for the open-loop transfer function. Fig. 7.1 

gives the structural scheme of the system in general form. In the scheme: WRi are the transfer functions 

of the individual links of the controller, WOi are the transfer functions of the individual links, WOL is 

the connection of all links of the object (and the transfer function of the open loop), H(s) is the 

interference transformation h(t) normalized to the object output, N(s), V(s), E(s), Z(s), Y(s) are the 

transformations of noise n(t), the prescription v(t), the error e(t), the signal from the sensor output z(t) 

and the output signal y(t). 

 From the structural diagram, the following relationships are obvious: 

 
1

1 1 1

OL OL

OL FB OL FB OL FB

W W
Y R N H

W W W W W W
=  −  +

+ + +
.                   (7.1) 

 

With unit feedback WFB = 1, this expression is simplified. It is expedient to supplement the 

transfer function of the sensor with an inverse transfer function (as far as possible, as minimum, in 

the low-frequency region), so that the product of these two functions would be close to unity. This in 

practice is called “unit feedback”. By introducing the notation of the corresponding partial transfer 

functions by errors, we obtain 

 

V N HY W R W N W H=  −  +  .                                    (7.2) 

 
Fig. 7.1. Structural diagram of a system with two drives 

 

It is seen that for WFB = 1, an increase in the open-loop transfer function WOL approximates 

the transfer functions indexed by R and N to unity, and this indexed by H to zero. The noise of the 

measurement generates a noise of the stabilized value. The disturbance can be suppressed to a value 

commensurate with noise, if the dynamic characteristics of the object allow providing the required 

band. It follows from this that the more WOL, the better provided the stability of the entire loop. This 

is true for all frequencies within the bandwidth of the ωC system. The consequence of this is the 

assertion that the more steeply the WOL chart grows when moving from the higher frequencies to the 

lower ones, the better. However, to ensure stability in the area of unit gain, this slope should be kept 

unit (–20 dB / dec). Therefore, in the low-frequency region, developer can require a double slope, if 

it does not violate the stability of the system. Hence, the desired form of LAFC (i.e. AFC in the 

logarithmic axes) has a section of a unit slope near the unit gain (i.e., with L(ωС) ≈ 0). In the region 
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ω <0.02 ωС, it is advisable to increase the slope up to the second order, and the length of this section 

can be several decades (see Fig. 7.2).  

In fact, there are two control loops in the system: the first (fast) loop is formed by the transfer 

functions WR1, WO1 and WFB, the second (slow) loop is formed by the transfer functions WR2, WO2 and 

WFB. 

The task of design of the regulators WR1 and WR2 for this structure is as follows: it is required 

to provide the best LAFC with available resources in the form of transfer functions of fast and slow 

modulators WO1 and WO2 and with the existing limitations on their capabilities. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 7.2. The desired form of the logarithmic response (LAFC) of the open loop WOL(s) 

 

Based on known stability criteria for the closed loop of the automatic control system, one can 

formulate the requirements for logarithmic AFC. Slow and fast loops, are formed, respectively, by 

the transfer functions W1 = WR1WO1 and W2 = WR2WO2. 

The low-frequency section I (see Fig. 7.2) provides high accuracy in the low-frequency region 

because in this range the value of LAFC it is large and additionally increases with decreasing 

frequency. The mid-frequency section III ensures the stability of the system due to a unit slope in the 

region where the LAFC is close to unity. The high-frequency section IV has a large slope due to the 

fact that we cannot make a smaller slope in this region due to physical limitations on the capabilities 

of the object and (or) the sensor. The conjugating section II ensures, as soon as possible, the fastest 

possible attainment of large values of the LAFC as the frequency decreases, that is, when moving 

from section III to section I. The increasing of the steepness of this section allows increasing of the 

accuracy and extending of the range in which the error is less than the specified value. However, the 

excessively large steepness of this section threatens to lose stability of the system due to a large phase 

shift, which affects the phase shift of section III.  

Two modulators were necessary in connection with the fact that it is not possible to provide 

LAFC with one modulator, which is shown in Fig. 7.2. 

A fast modulator cannot provide a large control range, so it is not possible to realize low-

frequency section I with it. The slow modulator cannot provide wide-band control, so it is impossible 

to realize high-frequency section III with it. 

If we just try to turn on the two modulators in parallel, this will not succeed, since the control 

signals are distributed equally between the paths, for low-frequency signals the fast modulator enters 

the limit mode and ceases to participate in the control. This will lead to loss of stability of the system, 

or stability will have to be provided through the operation of a slow modulator, and therefore the band 
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of operating frequencies will be determined by them, that is, will be insufficient. 

To solve this problem, it is required that the first section would be formed by a slow modulator, 

and section III would be formed by a fast modulator. Thus, it is sufficient in section I to provide W1 

>> W2, and in section III to provide W1 << W2. To do this, the specified graphs must intersect at a 

certain angle, and not be parallel. Graphs of LAFC slow and fast loops should be located, as shown 

in Fig. 7.3. 

Regarding to of the proposed procedure, the calculation of the specific values of the transfer 

functions of the regulator WR1 and WR2 according to the known WO1 and WO2 without taking into 

account the dynamic nonlinearity does not present any problems and can be performed graphically 

using LAFC. Analytical calculation taking into account the nonlinearity is difficult, however, 

numerical optimization of the regulator with known parameters of the model also does not present 

significant problems taking into account the capabilities of software VisSim 5.0/6.0/7.5 and the 

available arsenal of methods and cost functions [21–42] for optimizing regulators. 

The structure shown in Fig. 7.1 seems more complicated for analytical research than the 

traditional single-loop, but numerical optimization of regulators with the choice of this structure is 

complicated slightly. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 7.3. Desired form of logarithmic fast and slow loops 

  

Example 27. Let consider an object having two control channels. Each channel is described 

by its transfer function, and the output signal of the object is the sum of the outputs of each transfer 

function: 
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In addition, we assume in the second channel a restriction in the interval from –1 to +1. One 

could suggest using only one channel to control the output signal. It is natural to choose the best 

channel. However, under these conditions, each channel has drawbacks and advantages, namely: the 

first channel is slower; the second channel has a smaller control range, which can affect the change 

in the prescribed value of the output value by an amount exceeding the level of limitation, for 

example, 10 units. 
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First, let us try to use only one control channel. Fig. 7.4 shows a block diagram for using only 

the first channel. The resulting transient process is shown in Fig. 7.5. This process is characterized 

by an excessively large overshoot, about 70%. 

 

 
 

Fig. 7.4. The block diagram for optimizing of the regulator only on the first control channel in Example 27 

 

 
 

Fig. 7.5. The resulting transient process in a system with a regulator optimized according to the scheme in 

Fig. 7.4 

Fig. 7.6 shows the scheme for optimizing the regulator only on the second channel; the 

resulting transient processes are shown in Fig. 7.7. This process is characterized by high quality, but 

the second channel can implement control only in the range from –1 to +1. 
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Fig. 7.6. The block diagram for optimizing of the regulator only on the second control channel in 

Example 27 

 

 
 

Fig. 7.7. The resulting transient process in a system with the regulator optimized according to the scheme 

in Fig. 7.5 

 

This is not enough, so it is advisable to use the both control channels.  

Fig. 7.8 shows the structure for optimizing the two PID regulators, respectively, for the first 

and second control channels, and the resulting transient process when the jump is executed by a value 

of 10 units is shown in Fig. 7.9. The resulting transient process is characterized by the same high 

quality as the process of controlling the second channel, but the output signal value varies within a 

range that can only be achieved with the first channel. Thus, both channels contribute to the successful 

control of this object.  
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Fig. 7.8. The block diagram for optimizing the regulator only on the second control channel in Example 27 

 

 
 

Fig. 7.9. The resulting transient process in a system with a regulator optimized according to the scheme in 

Fig. 7.8 

Fig. 7.10 illustrates the output signals in each channel of the object individually. Fig. 7.11 

shows the control signals in each channel separately. 
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Fig. 7.10. Separate transient processes in each channel of the object, separately from the system with a 

regulator optimized according to the scheme in Fig. 7.8: line 2 is the first channel; line 1 is the second 

channel 

 

 
 

Fig. 7.11. Separate transient processes in each control channel of the object separately in a system with a 

regulator optimized according to the scheme in Fig. 7.8: line 2 is the first channel, line 1 is the second 

channel 

Report content 

1. Justification for an excessive number of the influencing actions on the object 

2. Combining of the advantages of the different drives 

7.3. Control Questions 

 

 What is the method of separation of movements? 
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  Why do we have to use several control channels for one output value of the object? 

  Why is one drive used for low-frequency control, and another drive used for high-

frequency control? 

  How can the frequency response of a parallel connection of several channels of a 

control system be approximately calculated? 

  Can the graphs of the logarithmic frequency characteristics of the fast and slow 

channel go parallel to each other? 

  On what basis is it recommended that the graphs of the logarithmic characteristics of 

the fast and slow channels intersect? 

  Explain the relationship between the graphs of the logarithmic frequency 

characteristics and the mathematical model of the corresponding control channels. 
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8. Dividing of Motions: Using 
of Many Sensors (SIMO) 

 Keywords: numerical optimization, motion separation, SIMO, sensors, measuring, 
logarithmic frequency response, speed, accuracy, noise, drift. 
 
 This chapter describes the theory and practice of using several channels of measuring of the 
same output value of an object for high-precision and high-speed control of it. 
  This chapter gives the concept of a motion division method for the use of several sensors. 
This method consists in separately measuring of the fast and slow movements of an object. 
The method is used to simultaneously use several channels of measuring of the object 
output in order to control the only output value of the object. Each of the measuring 
channels has its own drawback, otherwise it would be self-sufficient. At the same time, each 
of the measuring channels has its own advantages, otherwise it would not be in demand. 
This chapter offers a method that allows you to eliminate the shortcomings of each sensors 
and combine their advantages through competent design of the regulator. If the regulator is 
designed without the correct calculation, it may turn out that the result will combine the 
shortcomings and eliminate the advantages of each of the sensors. The proposed method 
can be applied not only to combine two different sensors, but also for a larger number of 
them. 

8.1. Combining of the Advantages of the 
Different Sensors 

It is also necessary to use parallel-connected sensors of the same controlled value, acting based 

on different principles, or having different design or metrological characteristics. The seemingly 

excessive number of inputs or sensors is in fact not excessive, given the different frequency ranges 

of their effective action. 

Often, measuring a signal in a wide band is characterized by a large average shift, and 

precision measurement methods require long averaging to reduce the effect of noise. Regulators based 

on the method of dividing of motion (MDM) allow combining of the advantages of low-noise unstable 

sensors, on the one hand, and stable noisy sensors, on the other. 

In a number of cases, it is not possible to measure the stabilized value qualitatively in a wide 

frequency range: broadband sensors are characterized by large displacement or drift, and sensors with 

a small offset form noisier signal. Therefore, for example, things are in the transportable frequency 

standard [21, 22]. The use of MDM regulators allows combining advantages and eliminating the 

disadvantages of such sensors, i.e. creating a system with a small offset and low noise level, although 

none of the sensors does simultaneously produces signal with the specified quality. The idea of the 

method is illustrated in Fig. 8.1, although this structure is not recommended for use. 

This figure shows the models of two sensors of the same value Y(t), these sensors has different 

types and different advantages and disadvantages. If one of the sensors has only merit in relation to 

the other, without having the disadvantages, then the other sensor is not necessary. Therefore, it is 

advisable to consider such structures only if not all the advantages are concentrated in the properties 

of one sensor but they are distributed among the sensors. For example, suppose for certainty that the 

Topic №8 



 

101 
 

sensor 1 has a high accuracy with respect to a constant error value (and in the low frequency region), 

but its accuracy in the high frequency region is poor in comparison with the sensor 2. This can be 

manifested in two ways: in variant A, there is no signal at high frequency; in variant B it contains a 

large number of noises. Sensor 2 has complementary advantages and disadvantages. Namely, it 

provides high accuracy (or high signal-to-noise ratio) in the high-frequency region, but has low 

accuracy in the low-frequency region, for example, has a zero-level constant bias (variant C) or does 

not respond at all to a constant level (variant D).  

 
 

Fig. 8.1. Not recommended block diagram of system with two sensors 

 

All these options can theoretically be reduced to the “variant A + D”, that is, to ensure that 

the system works in such a way that the sensors produce a signal only in the area of their best work, 

and in the area of their worst operation their signal is zero. To do this, it is sufficient to calculate and 

apply the corresponding filters at the outputs of each of the sensors, W5 and W6 in Fig. 7.1. 

If it is possible to ensure such matching of these filters, that their boundary frequencies 

coincide, and the order will be the same, it can be hoped that there will be three frequency bands with 

the following properties: 

a) in the low-frequency range, the transfer function W3W5 is close to unity, the transfer 

function W4W6 is close to zero; 

b) in the low-frequency range, the transfer function W3W5 attenuates from unity to zero; the 

transfer function W4W6 increases with the same speed from zero to one, in the sum these functions in 

the whole range make up unity; 

c) in the low-frequency range, the transfer function W3W5 is close to zero, the transfer function 

W4W6 is close to unity. 

In this case, the block diagram of Fig. 8.1 can be applied relatively successfully. If this 

requirement is not ensured, then such a structural scheme is not completely correct. This structure is 

operable only if the combined value q(t) = q1f(t) + q2f(t), composed of the sum of the output filtered 

signals of the two sensors, is close to the controlled output value y(t). 

Therefore, the structure in Fig. 7.1 is not recommended for use, although it clearly 

demonstrates the principle of the system with two sensors. To make it clear that the correctness of 

this structure depends on the properties of the filters, let us imagine that the transfer functions W3W5 

and W4W6 are equal to one in the whole range, and the noise of both sensors is equal to zero for 

simplicity, that is, we consider the case of two ideal sensors in this scheme. Then the signal applied 

to the subtractor is equal to twice the output signal of the system, that is, there is a coefficient equal 

to two in the feedback. In this case, if the system is stable, the output signal is equal to one-half of the 

prescription: y(t) = 0.5 v(t). Thus, the structure shown in Fig. 8.1, requires accurate matching of the 

filters and transfer functions of the sensors in the entire operating frequency band, where such 
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matching is violated, the output signal repeats the task not exactly, but with the inverse of the total 

feedback transfer function.  

Let consider the structure in Fig. 8.2. In this structure, the errors of y(t) are calculated on the 

basis of the output signals of two sensors: q1(t) and q2(t). Each of the errors received must be zero. If 

the feedback signal equal to the sum of these errors is fed to the object with gain through the regulator 

W1, then the total error is reduced to zero. For the correct operation of this circuit, it is not required 

that in the section “b” the transfer functions W3 and W4 smoothly pass into each other. It is enough 

that the failure between them is not significant, it is preferable that the sum of these functions exceed 

unit value in comparison with the failure variant. If both sensors are ideal even in the absence of 

filters, that is, with W3 = W4 = 1, N1 = N2 = 0, we obtain eΣ(t) = 2e(t). This is equivalent to doubling 

the regulator factor. If the system remains stable, it works correctly, and the output signal in the 

working frequency region repeats with the required accuracy the reference signal y(t) ≈ v(t). 

 

 
Fig. 8.2. Recommended block diagram of system with two sensors 

 

However, in the considered structure according Fig. 8.2, filtering of sensor signals is not 

applied (transfer functions W3 and W4 refer to sensor models). Therefore, it is advisable to supplement 

each sensor path with an appropriate filter. The requirements for these filters are greatly simplified in 

comparison with the requirements for filters in the structure of Fig. 8.1. 

They are as follows: 

1. In the frequency range corresponding to the best accuracy of the i-th sensor, the transfer 

function of the Wi+2Wi+4 path should be significantly (5 or more times) greater than the transfer 

function of the other path containing the sensor with the worst accuracy. 

2. In the transition region, the transfer functions of both paths must be mated so that their sum 

is always greater than one. 

If these requirements are met, the total error signal will always be equal to or greater than the 

true error, which does not contradict the principles of the system operation. 

For the convenience of design, the transfer functions of the filters can be transferred through 

subtracting devices, each of these functions is multiplied by the transfer function of the regulator, 

eliminating a separate block with this transfer function. In this way, we obtain a system with two 

sensors and two regulators, shown in Fig. 8.3. 
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Fig. 8.3. Recommended block diagram of system with two sensors 

 

Example 28. Consider the object from Example 23. Suppose that the output value of an object 

is not available for measurements directly. Let the first sensor have a constant offset at 0.2 units, and 

the second sensor has a Gaussian noise with a variance of 0.2 units. We organize a two-channel PID 

regulator for controlling this object on two sensors simultaneously. The corresponding structure is 

shown in Fig. 8.4.  

 
 

Fig. 8.4. A block diagram for controlling a system with two sensors from Example 28 

 

Let us make some specifications. Since the first sensor has an offset, the signal from it is not 

suitable for integration, so instead of the PID regulator in the first channel, we must use the PD 

regulator. For this purpose, we set the coefficient of the integrating link in the first regulator to zero. 
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Since the second sensor is characterized by strong noises in the high frequency region, it is 

inappropriate to use derivation in the second regulator, so we will use only the PI regulator for the 

second sensor. For this goal, we set the coefficient of the derivative link of the second regulator to 

zero. The transient process in the resulting system is shown in Fig. 8.5. The steady-state value in the 

system is zero; the effect of the noise of the second sensor is not significant. Fig. 8.6 shows the results 

of measurements of the output signal by two different sensors. For comparison, we will simulate the 

system only with the first sensor or only with the second sensor. The results are shown in Fig. 8.7 

and Fig. 8.8. In the same box, the received coefficients of the regulators are shown. 

 

  
 

Fig. 8.4. A block diagram for controlling a system with two sensors from Example 28 

 

 
 

Fig. 8.6. The transient processes simulating the sensor output signals in the system of Example 28 in the 

structure of Fig. 8.4 (line 1 is sensor with displacement, line 3 is sensor with noises) 
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Fig. 8.7. The transient processes in the system from Example 28 in the structure of Fig. 7.4 

 

 
 

Fig. 8.8. The transient processes in the system from Example 28 in the structure of Fig. 8.4 

 

Comparing the results with the results obtained using only one channel. It is seen that the 

offset remains with the first sensor in the system. The resulting integral path coefficient in the first 

case is extremely small, in the system the transient process lasts longer than the simulation time is 

set, which makes it possible to reduce the error at the end of the simulation interval. Thus, it is 

confirmed that when using a displacement sensor, the system has an appropriate static error. In a 

system using only the second sensor, the output noise is greater than in the system using both sensors.  

8.2. Simultaneous Combing of the 
Advantages of the Different Sensors and 
Different Drives 

Both of the principles discussed above, the separation of movements by sensors and the 

separation of motions by modulators (drives), can be used simultaneously if these problems occur 

both with respect to sensors and with respect to modulators. This will create a system that measures 
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one output signal using two or more independent sensors and controls the object using two or more 

modulators. However, in spite of the fact that the regulator will have two inputs and two outputs at 

the same time, such a system will not be multichannel, since the control will be performed only 

with respect to a single output value.  

Report content 

1. Combining of the advantages of the different sensors 

2. Simultaneous combing of the advantages of the different sensors and different drives 

8.3. Control Questions 

 

 Why do we have to use several sensors for measuring the only output value of the 

object? 

 Why is one sensor used for low-frequency control, and another sensor used for high-

frequency control? 

 How can the frequency response of a parallel connection of several channels of a 

control system be shown in the graph in logarithmic scale? 

 Can we broaden the above approach to the case of three of more sensors? 
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9. Modification of the Cost 
Functions  

 Keywords: numerical optimization, power saving, error growth, detector, cost function, 
regulator. 
 
 This chapter gives some examples of the modification of the cost function for calculating 
regulators in specific cases, in particular, to ensure energy saving and to improve the 
appearance of the transition process. 
  An indicator of the energy consumption for control can be the square of the control action. 
Entering into the cost function under the integral of the square of the control signal with its 
weight coefficient allows for energy-saving control. Such a task may turn out to be relevant, 
for example, for transferring a satellite from one stationary orbit to another. Also, entering 
the output value from the error detector can significantly improve the quality of the 
transient. These theoretical positions are confirmed by examples with real modeling of 
systems with various mathematical models of the object. This chapter also provides an 
example of the effective use of optimization when using the etalon model of the responce. 

9.1. Providing of the Power Saving 
As discussed in Section 5, in order to optimize a feedback system, the structure shown in Fig. 

5.6 can be used. This structure can be generalized and simplified by the structure shown in Fig. 9.1. 

Here the cost function calculator can be generally called the “signal analyzer”. 

 

 
 

Fig. 9.1. Generalized and simplified structure for system optimization 

 

In this case, signal analyzer is connected only to the output of the subtractor, which calculates 

the control error. If a composite cost function is used, additional inputs of this analyzer can be used, 

connected to other points in the system model. 

For example, to provide energy savings in the cost function, an integral of the square of the 

control action can be introduced, which represents the generalized control energy. The corresponding 

structure is shown in Fig. 9.2. In fact, the role of the signal analyzer is played by two blocks: a control 

error analyzer and an energy cost analyzer. The signals from the outputs of these blocks are fed to the 
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optimizer, where they are added together with the weight coefficients. The adder can be selected from 

the optimizer structure and shown in an explicit form, which will formally form a new structure, but 

the essence of it will remain the same. 

 

 
 

Fig. 9.2. Generalized and simplified structure for system optimization 

 

This structure of the model for optimizing the feedback system works as follows. The 

simulation software VisSim performs a multiple simulation of the action of the specified structure. At 

the input of the structure, which is the positive input of the subtractor, the input signal V is fed in the 

form, for example, of stepwise action. The negative input of this subtractor receives the output signal 

of the model of the object Y, which is also the output signal of the structure. The subtractor calculates 

the difference of these signals, called error E. The error is converted by the regulator into the control 

signal U, which is input to the object model input. If the error is positive, the control signal affects 

the model of the object so that the output signal of the object model increases, and the error thereby 

decreases. If the error is negative, then the control signal affects the model of the object so that the 

output of the object model decreases, and the error for the account of this increased.  

If the error is zero, the control signal affects the model of the object so that the output signal 

of the object model does not change, and the error remains zero. The regulator optimizer generates 

the starting values of the regulator coefficients according to the given algorithm, analyzes the outputs 

of the analyzer of achievement of the control goal and the energy cost analyzer, calculates the cost 

function and forms on this basis new values of the regulator coefficients. Using any of the methods 

of multidimensional optimization (for example, the Powell method) the optimizer searches for such 

values of the regulator coefficients that provide the minimum value of the cost function. These 

coefficients are the result of applying the structure of the model to optimize the feedback system. 

They are extracted from the optimizer’s memory and used in the production of the feedback system. 

If the model of the object is determined quite accurately, then the system works with the same quality 

and accuracy indicators that were achieved in modeling using the described structure of the model. 

Thus, the task is solved. If the model of the object is determined only in a limited frequency range, 

an element with a limited speed, for example, a delay link, as suggested in Section 6, can be used, see 

Fig. 6.21. 

Energy-saving regulators are particularly effective in saving energy costs for control if the 

integrator is included in the object model. Indeed, in this case, energy is consumed only in the process 

of transferring an object from one state to another, and the stay of an object in some equilibrium state 

does not require the expenditure of control energy. An example of such systems is the transition of a 

satellite from one stationary orbit to another, and so on. 

Example 29. Let us consider an object whose transfer function contains a second-order object, 

a delay link and an integrator: 
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We will optimize the PI regulator, since the integrator is contained in the object, and it is not 

required in the regulator. The structural diagram of the object in modeling in VisSim is shown in Fig. 

9.3. The structural diagram of the entire system is shown in Fig. 9.4. Fig. 9.5 shows the obtained type 

of transient process and Fig. 9.6 is a graph of the control resource flow, which is the square of the 

control signal U(t). 

 
 

Fig. 9.3. The object structure for the simulation of Example 29 

 

 
 

Fig. 9.4. The structure of the entire system from Example 29 

 

 
 

Fig. 9.5. Transient process in the system of Example 29 
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Fig. 9.6. The graph of the change in the flow of control resource according to Example 29 

 

The total resource consumption for control is approximately 0.225 units. To design an energy-

saving regulator, we introduce into the cost function the integral of the square of the control signal 

with a weighting factor. Simulation has shown that the weighting factor must be at least 100, so that 

energy saving works efficiently. We used a weight coefficient of 500. The structural diagram is shown 

in Fig. 9.7. The resulting transient process is shown in Fig. 9.8, and the graph of the change in 

resource consumption is shown in Fig. 9.9. It can be seen that the transient process not only did not 

deteriorate, but even improved, namely: the overshoot and the duration of the process were reduced 

from 50 to 30 s. The resource consumption became approximately 0.14 units, that is, 1.6 times less. 

 

 
 

Fig. 9.7. Structure for optimizing of the energy saving regulator in Example 29 
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Fig. 9.8. Transient process in the energy-saving system of Example 29 

 

 
 

Fig. 9.9. The graph of the change in the flow of control resource according to Example 29 

9.2. The Detector of the Error Growth 
In the objective function, we can also add the integral of the positive part of the product of the 

error to its derivative as a term. A developer should also use a weighting factor.  
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Here R is the lower limiter that passes only the positive signal, and if the input signal is negative, 

but zero is output at its output. 

The logic of this modification is this: if the error and its derivative coincide in sign, this means 

the wrong development of the transient process, the error increases when it should decrease or 

decrease when it should increase. The presence of such sections of the transient process is undesirable, 

such areas arise when the process has overshooting and (or) oscillations. 

Example 30. Let us consider an object whose transfer function contains a second-order link 

and a delay link: 
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The model of this object is shown in Fig. 9.10. The structure of the system for optimization 

with the result obtained is shown in Fig. 9.11. The resulting transient processes are shown in Fig. 

9.12. We introduce the error growth detector in the cost function. In this case, only a weight function 

of at least 100,000 functions efficiently, as shown in Fig. 9.13. The resulting transient processes are 

shown in Fig. 9.14.  

 

 
 

Fig. 9.10. Structure of the object for modelling from Example 30 

 

 
 

Fig. 9.11. The structure of the entire system from Example 30 

 

 
 

Fig. 9.12. Transient process in the system of Example 30 
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Fig. 9.13. The structure of the entire system of Example 30 using the error growth detector 

 

Fig. 9.15 shows the output signal of the error detector (before integration), which took place 

in the structure of Fig. 9.11. In the structure of Fig. 9.13 this signal is practically zero (in the same 

axes the remnants of this signal merge with the axis). 

 

 
 

Fig. 9.14. The transient process in the system according to the structure of Fig. 9.13 
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Fig. 9.15. The output signal at the output of the error detector delimiter (up to the integrator) in the 

system according to the structure of Fig. 9.11 

9.3. Optimization with the Use of Etalon 
Transient Response 

In some cases, even the use of all the methods discussed above does not allow us to calculate 

such a regulator that provides a transient process of the required quality. In particular, one of the most 

acute problems can be the reverse overshoot that occurs in the system. 

The integral function of the square of the difference between the actual error e(t) and the error 

of the reference model eR(t) describing the ideal process can be led to the objective function: 

 −=
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R dtteteT
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2)]()([)( .     (9.5) 

Fig. 9.16 shows the block diagram for optimizing the regulator by this method.  

Here, the former of the reference process consists of a serial connected model of the object 

delay and the model of the ideal system. From the received ideal response of the system to the step 

jump of the prescription, the actual response is subtracted from the response with given parameters 

of the regulator, the difference is squared and goes to the input of the optimizer of the regulator. In 

this case, a cost function is used that contains, along with the other members, the integral of the square 

of the deviation of the actual transient process from its ideal model. The square of this deviation is 

minimized together with other positive components of the cost function. Such a method and such a 

structure make it possible to improve the quality of the transient process when other methods and 

structures do not give the desired result. 
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Fig. 9.16. Simplified structure for optimizing the system using a reference transient process 

 

Comparison of the transition process with its ideal model is carried out only in the structure 

for numerical optimization, and not in the real control system. This fundamentally distinguishes this 

method, for example, from the method of controlling an object with a reference model. In the control 

method, the reference model is used during the functioning of the real system. Disadvantages of such 

a system with a reference model are not evident, but essential. Briefly, their essence lies in the fact 

that in real systems, testing the input signal is not usually the main problem, the most important task 

is to suppress the disturbance, and it is not available for measurement, so it is impossible to form an 

ideal response of the system. In modeling, this problem does not arise. In the adaptive system with 

the reference model, the difference in the output signal from its ideal model is considered for the 

operative modification of the regulator model. In the proposed structure, this difference is used to 

correct the regulator coefficients when it is numerically optimized, after which these coefficients are 

transferred unchanged to the regulator model of the real system and used without automatic tuning. 

Example 31. Let us consider an object model in the following form: 
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This kind of transfer function can arise, for example, by approximating the logarithmic 

amplitude-frequency characteristic of a not integer slope with the help of several characteristics of an 

integer slope. In particular, such problems with such transfer functions arise as a result of the 

identification of objects with distributed parameters. Let us specify specific values for the coefficients 

in the numerator and denominator, namely: τ1 = 100, τ2 = 10, τ3 = 1, τ4 = 0.1, T1 = 300, T2 = 30, 

T3 = 3, T4 = 0.3. 

We will develop a structure for optimizing the regulator for the object (9.5). The 

corresponding structure is shown in Fig. 9.17. This structure is developed in software VisSim 6.0. The 

structure contains compound blocks with the names “PI-Regulator”, “Object”, “Optimizer” and “Cost 

estimator”, respectively. Fig. 9.18 shows the model of the object in accordance with (9.5). 
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Fig. 9.17. System model in software VisSim 

 

 
 

Fig. 9.18. Object model in software VisSim 

 

Fig. 9.19 shows the PID regulator model. The block structure for optimization should contain 

the following elements: “parameter unknown” element, by the number of parameters to be found as 

a result of the optimization procedure, as well as constants specifying the initial search conditions. 

The view of this block is shown in Fig. 9.20. The values of the starting values are clear from the 

figure, these variables are, respectively, Kp = 1, Kp = 0 and Kd = 0. 

 

 
Fig. 9.19. The controller model in software VisSim 

 
Fig. 9.20. Block model “Optimizer” in software VisSim 

 

Also, the “Cost” block must be entered in the model. It analyzes the cost function for 

calculating new values of optimized parameters. Also, in the structure, a cost function calculator is 

necessary, the structure of which is shown in Fig. 9.21. The output of this calculator must be 

connected to the input of the “Cost” element. 
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Fig. 9.21. Model of the “Cost Estimator” block in software VisSim 

 

The cost function, which is calculated by the block shown in Fig. 9.21, contains two terms. 

The first term is the result of the product of the error on its derivative, this result passes through the 

limiter that cuts the negative part of this product, and leaves only its positive part. The output signal 

of this limiter is fed to the integrator through the adder, where it is integrated. The second term is the 

product of the error by a linearly increasing function that simulates the time from the simulation start. 

At the output of the multiplier there is a scale transformation block introducing a weighting factor, 

which in this case is equal to unit. The result also passes through the adder to the integrator, where it 

is integrated. In this way, the block calculates the cost function with the required components. 

Using the structure shown in Fig. 9.17 with the internal block structure shown in Fig. 9.18-

9.21 gives the system, the transient processes in which are shown in Fig. 9.22. The line 1 shows the 

processes in the system, if in the value function only use the value function on the basis of the product 

of the error module for a time. The line 2 shows the processes obtained in the system, if we also use 

the term generated by the error growth detector to calculate the regulator. 

In the first case, the resulting transient process in the system is characterized by a large number 

of oscillations. In this case, the first overshoot reaches 30%. In the second case, a process is obtained 

in which the overshoot is about 90%, the number of oscillations decreases sharply, as shown by the 

line 1 in Fig. 9.22.  

 

 
 

Fig. 9.22. Transient processes in a system with a regulator obtained for different cost functions: the line 2 

shows the processes when using the objective function without the term (9.5) and without the error 

growth detector; the line 1 is the processes when using the cost function without the term (9.5) but with 

the error growth detector 

 

Therefore, in this case, adding to the cost function a term calculated by the error growth 

detector does not improve the result. The process shown by the line 2 is more attractive from the 
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position of small overshoot, but less attractive from the perspective of the duration of the process. 

The introduction of the term (9.5) with the weight gives a system with a transient process, which is 

shown in Fig. 9.23. 

 

 
 

Fig. 9.23. The transient process in the system, obtained as a result of optimization with the cost function 

with the addition of the term (9.5) with the weight 

 

Thus, the introduction of a square from the error module into the objective function made it 

possible to reduce the overshoot to 20%. The process is significantly improved. However, a further 

reduction in overshoot is not achieved with this structure when selecting cost function data, even if 

we change the weighting coefficients in some limit. 

Report content 

1. Providing of the power saving 

2. The detector of the error growth 

3. Optimization with the use of etalon transient response 

9.4. Control Questions 

 

 What value in the system can be used as an indicator of energy costs for management? 

  How would the objective function change if energy costs were related to the control 

signal to the fourth degree? 

  Explain why the error growth detector uses the product of the error and its time 

derivative? 

  Why does the error growth detector use a lower limit from below a zero value? 

  When using the reference transient, what is the cost function? 

  What is the purpose of the reference transient in optimization with its use? 
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  What problems can be overcome by using a reference transient? 

  Do you think that optimizing a system using a reference model is identical to 

automatically adjusting the operation of a real system to the operation of a reference model? 
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10. New Structures for Single 
Channel Objects (SISO) 

 Keywords: numerical optimization, SISO, power sawing, robust system, wrong movements, 
proper movements, Smith predictor, bypass channel. 
 
 This chapter reports on some original structures and ideas that effectively solve some of the 
problems that arise when designing a controller using numerical optimization. 
  Under the assumption that energy-efficient control is insufficiently high-quality, for 
example, it is discrete with a relatively large control step, and high-quality control is 
energetically disadvantageous, the problem of effective control is posed and solved by 
combining these two types of effects on the object. This chapter also solves the problem of 
energy-saving control of an object prone to fluctuations. This chapter also offers and 
explains, by way of example, the design method of a switching regulator. In this case, an 
error growth detector is used; the movements of an object in which the error grows are 
understood as incorrect movements, and the movements in which the error decreases are 
understood as correct movements. Identification of these two different types of movement 
allows you to switch the structure of the regulator. This method can significantly improve 
the quality of the transition process when controlling an object prone to oscillations. The 
results are confirmed by mathematical modelling. Also, the chapter presents the method of 
bypass channel. 

10.1 Robust Power Saving Two-Channel 
Regulator with Single Output  

Controlling of object with one output value using two input effects is used quite widely, since 

it allows combining the merits of the two channels and overcoming their shortcomings, as shown 

above. This method can be used if there are special properties of the control object that are that the 

change in the output quantity can occur due to the combined actions of two factors, that is, the object 

can be controlled by two impact channels (two drives). The expediency of simultaneous use of the 

both channels is dictated by the fact that each channel has disadvantages, while the shortcomings of 

one of the channels do not coincide with the shortcomings of the other channel. Otherwise, a 

developer should use the best channel, and the worst one should not be used. 

Above we proposed and investigated methods for calculating the regulator. In particular, it is 

shown that a developer can use software VisSim, and as a cost function it is advisable to use the 

integral of the error module multiplied by the time from the moment of the beginning of the transient 

process. It is also advisable to introduce additional terms with weight coefficients under the integral 

of the cost function, such as the square of the control action and others.  

Of considerable interest is the use as an additional channel of control action, which is 

characterized by extremely limited capabilities, but there is a powerful argument for its use as a 

resource saving. 

It is important to investigate how much such use can be justified, whether it is possible to 

provide robust control, which means in this case a fairly small effect of the accuracy of the calculated 

coefficients (as well as the accuracy of determining the parameters of the mathematical model of the 
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object) on the stability of the system, and also on the type of the transient process.  

These questions can be investigated by modeling, however, it is necessary to carry out a 

sufficient number of similar experiments with different models of objects, since some problems may 

not manifest themselves in some particular cases, but in other cases become insurmountable. 

In this section we solve the problem of numerical optimization of the PD regulator for an 

object containing two control channels, each of which contains an integral component. In this case, 

each channel contains a second-order filter, and in the “worst” channel there is additionally a 

nonlinear element that converts a continuous signal into a discrete signal, at the output of which there 

is a derivative link. This makes the channel extremely inefficient in its pure form, which makes it 

urgent to investigate the feasibility of using such a channel in conjunction with the “best” channel, 

free of this nonlinearity. 

Example 32. Let us consider an object whose mathematical model is given by the sum of two 

channels of influence. Let’s investigate the numerical optimization method for calculating the 

regulator, based on a cost function that contains energy costs. In addition, we use a different cost of 

control resource with the same static transmission coefficient of each control channel. It is natural to 

assume that the price of the resource, which is used for managing the “worst” channel, is much lower 

than the price of the control resource on the “best” channel (the first one). Otherwise, the “worst” 

channel (second) cannot be useful. Since a criterion is used that includes resource saving, it is 

advisable to consider the class of objects containing the integrator. In the structure of the model, the 

integrator common to both control channels can be made for the adder. 

Let the transfer function of the first channel has the following form: 
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Here s is the argument of the Laplace transform. 

The transfer function of the second channel is given by: 
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This transfer function (10.2) does not fully describe the second control channel. In order to 

describe its weaker control capabilities at the input of this channel, we introduce into the model of 

the second channel a nonlinear element and a derivative link with it in turn. This derivative link 

naturally compensates for the effect of the integrator; therefore, the effect on the second channel does 

not affect the rate of change of the output quantity, but only introduces almost stepwise changes in it, 

just as a discarded step at the time of its rejection can change the speed of the spacecraft due to the 

reactive effect. We specify the discreteness of the nonlinear element by a step size of 0.2 units. We 

set the ratio of management resource values as 1:50. 

The method of solving this problem consists in numerical optimization using software VisSim. 

In this case, the structure of the regulator contains two channels, each of which consists of a 

proportional and derivative link, the outputs of which are summed. In the second path, we recommend 

that a developer would enter the “dead band” element, based on the results described above. The 

width of the “dead band” is commensurable with the discreteness of the nonlinear element of the 

second channel in the model of the object, but it is impossible to achieve exact correspondence, since 

this nonlinearity is established not at the output of this channel of the regulator, but at its input. Thus, 

in our case, the width of the dead zone is 0.3; the step of discreteness in the model of the second 

control channel is 0.2. For comparison, we use two variants of the cost function. In the first variant, 

this is the integral of the error module multiplied by the time from the beginning of the transient 

process. In the second variant, we introduce the weighted sum of the squares of the control signals 

formed at the outputs of the regulator under the integral. Fig. 10.1 shows the block diagram for 

modeling and optimization of the regulator in accordance with the model of the object and the 

proposed method for solving the problem in the first variant. 
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Fig. 10.1. Structure for modelling and optimization of the regulator in software VisSim  

 

The starting values of all regulator parameters for the optimization procedure are taken equal 

to unity. As a result of the procedure, the values are obtained, which are shown in the indicators at 

the bottom on the right in Fig. 10.1.  

 

 
 

Fig. 10.2. Block diagram for calculating the cost of control resource 

 

Fig. 10.2 shows a block for calculating the resource consumption during the transient process. 

This consumption was 3.28 units. Fig. 10.3 shows the transient process in the system with the 

calculated regulator. The duration of the process is little over 6 s, there is a slight overshooting of 

about 2%, the number of noticeable vibrations is three. The form of control signals is shown in Fig. 

10.4. 

 

 
 

Fig. 10.3. The transient process in the system of Fig. 10.1 
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Fig. 10.4. Changes in control signals in two different channels in the system according to Fig. 10.1: line 1 – 

signal u1, line 2 – signal u2 

 

Example 33. Let us enter into the cost function the output of the block for calculating the cost 

of the control resource and we will repeat the realization of the numerical optimization of the regulator 

coefficients. The received coefficients of the regulator are also shown in the indicators on the lower 

right. It can be seen that the control resource cost was 0.608 units, which is more than five times 

lower than without using this method. The corresponding transient processes in this system are shown 

in Fig. 10.6 and Fig. 10.7. It can be seen that the transient process is objectively improved, namely: 

the process time is reduced to 4.5 seconds, that is, a quarter from the previous result. There is no 

overshooting completely. There is practically no oscillation near the steady state, there is only one 

wave of backward oscillation, that is, one can say half the oscillation. Reduction of the cost of the 

control resource is ensured by the fact that the expensive resource of the first control channel is used 

less: the peak value is reduced from 4.5 units to less than 1.5 units. A cheaper control resource in the 

second channel is also used more economically: its peak values were +1 and -3, while the steel values 

were +0.3 and -0.1. 

 
 

Fig. 10.5. Scheme for modelling and optimization of the regulator taking into account the cost of the 

control resource and the results of numerical optimization of the regulator coefficients 
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Fig. 10.6. The transient process in the system of Fig. 10.5 

 

Note. In the structure in Fig. 10.5 the integrator from the resource cost calculator is not used, 

since the cost function calculator already has its own integrator. It was possible to transfer the adder 

by setting it at the integrator output, it is not important, saving the number of blocks in the circuit 

would not be in any case. 

 

 
 

Fig. 10.7. Changes in control signals in two different channels in the system in Fig. 10.5: line 1 – signal u1, 

line 2 – signal u2 

 

Conclusion 13. The introduction to the cost function of the result of calculating the control 

resource in the form of an integral from the weighted sum of squares allows reducing of the resource 

consumption, and also improving of the quality of control. This improvement in quality includes 

increasing the speed, reducing or eliminating overshooting and reducing of the number of oscillations 

in the transient. 

This conclusion is valid, in particular, with reference to the control system of one output 

quantity over two channels of influence, including for different resource costs through different 

channels. This applies, among other things, to the case where one of the channels contains a discrete 

level converter. All that is said in this derivation is valid for at least one example. 
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10.2. Robust Power Saving Two-Channel 
Regulator with Single Output Object, 
Prone to Oscillations 

The tendency of the object to oscillate, as a rule, arises from the presence of complex-

conjugate roots in the model of the object. Such an object generates a series of oscillations at the 

output of a stepped action at its input. Feedback using traditional methods of calculating the regulator 

may be not effective in suppressing these fluctuations sufficiently. In this case, a developer has to use 

special techniques. In some cases, even a simple increase in simulation time during optimization can 

be useful. In other cases, more radical measures are necessary, such as creating local or pseudo-local 

feedbacks, and so on. 

Example 34. Let us consider the modification of Example 33, changing the model of the first 

(better) control channel for the worse, namely: increase the propensity of the object to oscillations. 

To do this, it suffices to reduce the coefficient in the polynomial of the denominator for s in the first 

degree, for example, by a factor of five. The new transfer function of the object will look like: 
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 To ensure stability, we increase the simulation interval to 50 s, that is, 2.5 times. Also reduce 

the dead zone by a factor of 1.5 to a value of 0.2. We obtain the following: p1 = 0.646981; 

d1 = 1.61526; p2 = 0.686261; d2 = 0.118547. At the same time, the resource cost is F = 0.28267. 

Optimization in a structure similar to that shown in Fig. 10.1, gives the regulator coefficients: 

p1 = 0.467781; d1 = 3.11038; p2 = 1.0038; d2 = 0.956992. At the same time, the resource cost is 

F = 0.467781.  

 

 
 

Fig. 10.8. Transient process in the system according to Fig. 10.5 with parameters of the transfer function 

of the first channel by the relation (10.3) 

 

Figures 10.8 and 10.9 show, respectively, the transients at the output of the system and control 

in its individual channels. It can be seen that the process in Fig. 10.8 is unsatisfactory, since 

oscillations about the steady state develop in it, which not only do not attenuate, but, on the contrary, 

increase in amplitude, which indicates the instability of the system. For clarity, Fig. 10.10 shows the 

transient process for a longer time. 
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Fig. 10.9. Changes in control signals in two different channels in the system in Fig. 10.5 with parameters 

of the transfer function of the first channel by the relation (10.3) 

 

 
 

Fig. 10.10. The transient process, under the same conditions as in Fig. 10.8, over a longer time interval 

 

In general, if the simulation interval was changed, the cost of the resource would not be 

comparable if the integrator was not contained in the mathematical model of the object. In the 

presence of an integrator, control signals asymptotically approach zero when the transient process is 

completed, so increasing the simulation duration with stable control does not significantly affect the 

resource consumption of the control resource, so the results can be compared. Figures 10.11 and 

10.12 show the corresponding transient processes in the resulting system. In order to verify with the 

robust stability of the system, we increase the simulation time by half, that is, up to 100 s, and round 

the calculated coefficients of the regulator so that only two significant digits remain, that is, p1 = 0.65; 

d1 = 1.6; p2 = 0,69; d2 = 0.12.  
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Fig. 10. 11. Transition in the system 

 

 
 

Fig. 10.12. Changes in control signals in two different channels in the system 

 

As is seen, the process shown in Fig. 10.11, is stable. The difference of this process due to the 

rounding of the coefficients from the process with non-rounded coefficients is negligible; the graph 

does not visually show up any difference (the graphs merge). Fig. 10.12 shows the corresponding 

control signals, the time on this graph is shortened for clarity, the signal scale is enlarged. 

Conclusion 14. To obtain robust regulators, it may be useful to increase the simulation time. 

Conclusion 15. Correct choice of the value of the dead zone can also ensure the success of 

solving the problem of numerical optimization of the regulator. 
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10.3. Regulator with Separation of Right and 
Wrong Movements 

In this section, an error growth detector is proposed that identifies those sections of the 

transient process at which the error grows. This is indicated by the positive value of the product of 

the error, not its derivative. These movements in the system can be conditionally called “incorrect”, 

since ideally the system must perform such movements, as a result of which the error does not 

increase, but decreases in absolute value. 

It has been said above that control of objects that are prone to fluctuations can be extremely 

difficult. For example, the procedure of numerical optimization may not lead to the finding of 

regulator coefficients that would provide sufficient speed with a sufficiently high quality of the 

transient process. 

 Insufficiently high quality of the transient process can be manifested, for example, in large 

overshoot, or in a large number of oscillations and, accordingly, their weak attenuation, or in the not 

monotonic transient process in the initial section. 

A solution of the problem is proposed, consisting in dividing the transition process into two 

types, namely: a) in areas where the error value decreases or is constant; b) on areas where the error 

value increases. To determine such areas, an appropriate detector is required, which is described 

above. It consists of a derivative element, a signal multiplier, and a nonlinear element, which is a 

lower limiter with a level of constraint equal to zero. Such a detector is included in the structure 

shown in Fig. 9.13. For definiteness, its structure is shown separately in Fig. 10.13. Figure 10.14 

shows the structure of the system as a whole. 

The proposed system works as follows. In the initial state, the switch connects to its output, 

and hence to the input of the object, one of its inputs, that is, the output of one of the regulators, the 

first or the second. Thus, the control loop of the system is obtained closed using one of two controllers. 

This loop works as in any system with feedback, namely: the output signal of the prescription is 

subtracted from the input signal of the system, the difference obtained at the output of the subtractor 

is the error signal e(t). This error signal is converted by one of the regulators into a control signal that 

is passed through the switch to the input of the object and acts on it to change its output signal to the 

desired direction. Due to the feedback action, the output signal of the object becomes equal to the 

prescribed value entering the input of the system. In this case, the detector analyzes the error signal 

from the output of the subtractor and on its basis generates a logic signal that controls the operation 

of the switch. Depending on this signal, the output of this switch receives a signal from its first or 

from its second input. The detector, depending on whether error decreases in size or increase, connects 

the first or second regulator. Both these regulators are pre-configured by numerical optimization in 

the circuit that implements such a switch. 

 

 
Fig. 10.13. The error growth detector, the same that detector of “wrong movements” 
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Fig. 10.14. The proposed system with separation of “wrong” and “right” movements: PID is PID 

regulators 

 

The theoretical basis of this method can be given on the basis of the following considerations. 

Since the “right” and “wrong” changes in the output signal of an object in the system can alternate, it 

can be interpreted as alternating “fight” and “wrong” operation of the regulator. Therefore, the 

question of correcting the “wrong” operation of the regulator by changing its coefficients may be 

raised. To test the productivity of this idea, it is sufficient to simulate such a system, while both 

regulators can have the same mathematical models, but different gain factors, which are determined 

by the method of numerical optimization. If this method is not effective, the numerical optimization 

procedure should give the same coefficients for both regulators, since switching regulators does not 

lead to a decrease in the value of the cost function. If the simulation shows that the procedure always 

gives different coefficients for the two regulators, then this can be considered a confirmation of the 

effectiveness of the method for the types of regulators studied. 

This system can be further improved, as shown in Fig. 10.15. 

The positive effect of this improvement is that there is no need to switch the integral link of 

the regulator. Therefore, it is proposed to include this regulator link in addition to the switch, directly 

to the input of the object, but an adder for these purposes is necessary. 

 

 
Fig. 10.15. An improved version of the system in Fig. 10.14 

 

The proposed system, shown in Fig. 10.15, taking into account the internal structure, is 
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simpler than the system shown in Fig. 10.14, since in the system of Fig. 10.14 in each of the regulators 

there are three links, and one combiner with three inputs, and in the system of Fig. 10.15, in each of 

these regulators there are only two links and one adder with two inputs. In the system of Fig. 10.14 

there are six configurable parameters, and in the system of Fig. 10.15 there are only five such 

parameters (two derivative links, two proportional links and one integral link). Simplification is not 

the goal as it is: the traditional PID regulator is even simpler, but in the structure in Fig. 10.15 there 

is positive effect that justifies this complication. 

Example 35. To illustrate the effectiveness of the proposed method, Fig. 10.15 shows a 

simulation of such a system in terms of the above structure. In this case, the mathematical model of 

the object is given in the form of a transfer function of the following form: 

1
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=
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.        (10.4) 

Figure 10.16 shows a project for modeling in VisSim of the system according to the structure 

in Fig. 10.15. In this structure, three composite blocks are used: the regulator (named “PI-regulator”), 

“Optimizer” and “Cost Estimator”. When modeling, different types of regulators were used, not only 

PI-regulator, but the block name was saved so that the entire project could not be altered, but only by 

editing the block structure. Figure 10.17 shows the internal structure of the regulator; Fig. 10.18 gives 

the internal structure of Cost Estimator, and Fig. 10.19 presents structure of Optimizer.  

 

 
Fig. 10.16. Structure and transient processes of Example 35 

 
Fig. 10.17. The structure of the regulator PI-regulator (here PID regulator is used) 

 

In Cost Estimator, there is a calculator of the integral of the error module multiplied by the 

time. Also, the output signal of the detector of incorrect movements is introduced under the integral 
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with the factor equal to ten. This signal is indicated by the variable “dnd”. As can be seen from Fig. 

10.17, in this detector, the control error indicated by the variable e is multiplied by the derivative of 

the error by the multiplier indicated by [*]. The derivative is calculated by the unit “derivative”. 

 

 
 

Fig. 10.18. The structure of the Cost Estimator 

 
Fig. 10.19. Structure of the block Optimizer 

 

The product of the error on its derivative from the output of the multiplication unit is fed to 

two serially connected nonlinear elements: a limiter and a relay link. Together they form the required 

nonlinear element, shown in Fig. 10.13. If the error increases in magnitude, then the product is 

positive, and if it decreases in magnitude, then this product is negative. A non-linear element converts 

this signal into a discrete signal with two output values. This signal goes to the input of the merge 

block (switch), which connects one of its analog inputs to its output, that is, realizes the functions of 

the switch. The coefficients are calculated in the optimization mode provided in the VisSim. For 

comparison, a simple PID regulator was used. The graph obtained with the indicated system is shown 

in Fig. 10.16 on the right, and the graph obtained with a simple PID regulator is shown in Fig. 10.20 

on the right. It can be seen that the quality of control in Fig. 10.16 is better than the control quality in 

Fig. 10.20. Indeed, in the first case, the process is initially monotonic, until it crosses the level of the 

prescribed value. Then there is an overshooting of about 15%, after which the process smoothly 

(asymptotically) moves to the prescribed value without additional oscillations. In the second case, the 

process in the initial stage goes in an erroneous direction, not upwards, but downwards, that is, there 

is an inverse overshooting. Then it moves in correct direction, but after reaching the prescribed value, 

it has a small overshooting, but then again deviates, and the overshoot reaches the same value of 15%. 

There are oscillations, at least, with four clearly distinguishable maxima.  
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Fig. 10.20. Structure with a simple PID regulator and transient process 

 

Reverse overshooting refers to the significant shortcomings of the system. Indeed, only in 

exceptional cases it is possible to reconcile with it. It is sufficient to imagine that in the case when it 

is necessary, for example, to cool an object, the system first heats it, and then cools down to the 

desired temperature. Or, let’s say, when a maneuver is required to turn left, the system first performs 

a small turn to the right, and only then performs the required turn to the left. Therefore, the quality of 

the system in Fig. 10.16 is much higher than the quality of the system in Fig. 10.20. 

Also an indirect sign of the effectiveness of the proposed method is the fact that the 

optimization procedure gave essentially different values for the PI regulator coefficients, they even 

have different signs. 

These values are indicated in the output displays of the resulting variables. Namely: in the 

case of applying a simple PID regulator, the calculation gave the following regulator coefficients: 

Kp = –0.235; Ki = 0.200; Kd = 0.364 are, respectively, the coefficients of the proportional, integrating 

and derivative links. In the case of applying the system of Fig. 10.15 and 10.16, the coefficients for 

the first regulator are obtained: Kp1 = –0.123; Kd1 = 0.695; coefficients for the second regulator: 

Kp2 = 0.111; Kd2 = 0.286; Coefficients for the third regulator Ki = 0.326. 

10.4. The Use of Bypass Channel for 
Feedback Control of an Oscillating Object 

The complexity of solving the control problem is determined by the complexity of the model 

of the object. If the model of the object is such that even with small input signals at the output of the 

object several oscillations of different frequencies with increasing amplitudes are formed, then the 

control of such an object can turn out to be quite complicated.  

The models of some objects may differ insignificantly in appearance of the mathematical 

record, but the calculation of the regulator for some of such objects can be extremely simple, and for 

others it is extremely difficult. 

In this chapter, it is proposed to use a simple PID regulator of the form (2.2) or (2.3), 

supplemented by a bypass channel [23], which is connected in parallel to the control object, as shown 

in Fig. 10.21. This structure is similar in structure to that of Smith’s predictor, but the mathematical 

model of the bypass channel is calculated differently, so the bypass channel is more flexible. Smith 

predictor can be considered as a special case of a broader approach called “bypass channel”. 
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Fig. 10.21. Structure of the system with bypass channel 

 

The Smith predictor can be implemented only if the object contains a link of pure delay, for 

example, the transfer function of an object is equal to the product of two functions: 

1 2( ) ( ) ( )W s W s W s= .                           (10.5) 

In this case, the first factor is defined, for example, by the relation: 
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Where m and n are the order of the numerator and denominator, and the second factor has the 

following form: 

2 ( ) exp( )W s s= − .                       (10.7) 

The Smith predictor equation in this case has the following form [23]: 

1 2( ) ( )[1 ( )]PSW s W s W s= − .                   (10.8) 

It is easy to see that the total transfer function of the two channels, that is, the channel of the 

object and the channel of the Smith predictor, is in sum equal to the transfer function of the form 

(10.6) and is free from the factor of the form (10.7). Indeed,  

1( ) ( ) ( )PSW s W s W s+ =  .                  (10.9) 

Proceeding from this, we can assume that Smith predictor allows compensating for the effect 

of delay on the operation of the stabilization loop. Nevertheless, the situation is not as good as follows 

from (10.9). First, the output of the adder, which sums the output signal of the object with the output 

of the Smith predictor, is still not the output signal of the object (and system), so the stability of the 

system as a whole does not guarantee a qualitative transient process. This drawback also applies to 

the system using the bypass channel, which is taken into account in further studies. Secondly, if there 

is no delay in the object model, then W2(s) = 1, which implies WPS(s) = 0, that is, Smith predictor 

cannot be applied. 

The bypass channel proposed in [23] is calculated on the basis of the following principles: 

1. The low-frequency part of the frequency response of this channel must be much lower than 

the low-frequency part of the frequency characteristic of the object. 

2. The high-frequency part of the frequency response of this channel must be much greater 

than the high-frequency part of the frequency characteristic of the object, and at the same time it 

should be such that the closed loop would be stable with the best quality. 

This method is developed for the case when the amplitude-frequency characteristic of the 

object at certain frequencies decreases sharply in magnitude and the phase-frequency characteristic, 

starting from certain frequencies, increases sharply in magnitude. In this case, ensuring sustainability 

is difficult. The bypass channel, having a large amplitude-frequency response in the high-frequency 
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region, is crucial for stability, since in comparison with the output signal of this channel the output 

signal of the object in the high-frequency region can be neglected. This makes it possible to ensure 

the stability of the control loop, even when the frequency characteristic of the object is most 

inadequate to meet the requirements for it to ensure stability and quality of control. Thus, the loop 

remains stable. At the same time, since the amplitude-frequency characteristic of the bypass channel 

is negligibly small in comparison with the amplitude-frequency characteristic of the object in the low-

frequency region, the presence of the bypass channel does not affect in this region. The signal at the 

output of the adder in this frequency range is mainly determined by the output signal of the object.   

The newest concept of the bypass channel extends these requirements to the next set: 

1. Requirement 1 is retained completely. 

2. Requirement 2 is modified to the following requirement: “The transfer function of the 

bypass channel is such that its sum with the transfer function of the object gives an object whose 

control in the loop with negative feedback is successfully provided by any of the methods, for 

example, by numerical optimization of the regulator”. 

This modification of this requirement is broader. In the initial concept, the bypass channel 

completes only the high-frequency part of the object’s transfer function to such a transfer function, 

which is more convenient for designing of an effective regulator. In the new concept, the bypass 

channel can contain any terms that, in conjunction with the transfer function of the object, will give 

a new transfer function more convenient for control, and these terms do not necessarily only refer to 

the high-frequency part of the object model. 

Thus, in this chapter, a modified approach to designing a system using a bypass channel is 

proposed. 

In particular, one of the possible ways to calculate the transfer function of the bypass channel 

can be the following algorithm. 

1. First, the desired transfer function WD(s) is sought, that is, the function closest to the transfer 

function of the object, but more convenient for designing the regulator. 

2. Subtraction of the transfer function of the object from the obtained desired transfer function 

results in a preliminary transfer function of the bypass channel. 

WBC(s) = WD(s) – W(s).                           (10.10) 

3. If the obtained transfer function is not very convenient for implementation, then its final 

form can be obtained by some simplification, with the following rule: if in some frequency range the 

transfer function obtained in the point 2 is much less than the transfer function of the object (at 30 

and more times), then in this frequency range it can be changed arbitrarily, provided this property is 

preserved, that is, that this function remains much less than the transfer function of the object (by 30 

or more times). 

Example 36. Let us consider an object whose transfer function has the form of a rational 

fraction in the region of Laplace transforms: 
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If all the coefficients of the polynomials in the numerator and denominator were positive, the 

object could be quite simple to control. But even in this case, the combination of coefficients can be 

such that the control of such an object becomes more complicated. If among the coefficients there are 

zero and even negative coefficients, as in (10.11), then the design of the regulator can be extremely 

difficult. Several publications investigate the possibility of solving the object control problem (10.11), 

and its transfer function is called complex. The complexity of the object is that when the regulator is 

numerically optimized, the result is a system prone to reverse overshoot. But direct overshoot is also 

great. Both these kinds of overshoot are highly undesirable. In work [43], the struggle with both types 

of overshoot is accomplished by increasing the order of the regulator, where along with the first 

derivative, the second, third and even fourth derivative of the error is used. This greatly complicates 

the regulator, and in addition, as known, derivation sharply emphasizes noise, as a result of which it 
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can be implemented only in a strictly limited frequency band. This method is also not effective 

enough, although it is very difficult. Preliminary investigations have revealed that the most 

unfavorable factor in the model of an object of the form (10.11) is the negative sign of the coefficient 

of the polynomial in the numerator. If the sign before the term in the first degree is replaced by the 

opposite one, then the design of the regulator by the method of numerical optimization gives a 

satisfactory result. It follows that the fractional function, whose denominator coincides with the 

denominator of the transfer function of the object, can serve as the transfer function of the bypass 

channel, and the numerator is “+ 2s”. The absence of a free term in the numerator automatically leads 

to satisfaction of the first condition, since in the low-frequency region the value of such a transfer 

function asymptotically tends to zero. 

Example 37. We will calculate the high-order regulator for the object from Example 36 based 

on this principle with the bypass channel. Let the regulator along with the proportional and integral 

links include link of higher derivatives, from the first through the fourth inclusive. The corresponding 

block diagram for modeling and optimization in the VisSim is shown in Fig. 10.22. The resulting 

transient is shown in Fig. 10.23. 

 

Fig. 10.22. Block diagram of the system with PID4-regulator 

 

It is important to note that the process at the output of the adder, which is sums the output 

signal of the object and the output of the bypass channel, is not essential for assessing the quality of 

the system. This is just the sum of the real and virtual signals. Only the output signal of the object is 

important. Therefore, although the system successfully controls the composite object that contains 

bypass channel together with the real object, the result should be evaluated by the transient process 

at the output of the object. From the analysis of the signal in Fig. 10.23, it is seen that the output 
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signal of the composite object is characterized by high quality. Namely: overshoot does not exceed 

10%, the difference of this signal from a single jump is unimportant, that is, the error is almost 

completely zero after the twelfth second from the beginning of the transient process: in this case, 

there is no reverse overshooting, and the reverse deviation from the prescribed value after the first 

positive overshooting also does not exceed 10%. Nevertheless, the transient process at the output of 

the real object is much less attractive. Namely, overshooting is 40%, there is no reverse overshooting, 

but the reverse deviation is about 85%. The second reverse deviation is slightly less than 20%, the 

second overshooting is slightly less than 10%. 

 

 

Fig. 10.23. Transient processes in the system according to Fig. 10.22: line 2 is the total output, line 1is 

object output 

 

The duration of the transient process is more than 30 s. Still, the advantage of this method is 

that the result is obtained quite easily, the reverse overshooting is not complete (we can talk about a 

margin of about 15%, that is, the output value does not reach its starting value by 15%, which allows 

speaking about a reliable absence reverse overshooting). The disadvantages of this solution include 

the excessive complexity of the regulator, since in this case, together with a fourth-order PID regulator 

(PID4 regulator), an additional bypass channel of the fifth order is used. 

Example 38. Let us consider the solution of the same problem in the same way when using a 

simple PID regulator. In doing so, we do not use the virtual error e(t) signal, which is calculated by 

subtracting the output signal of the composite object from the signal, and the actual error signal e1(t), 

which is specially calculated for these purposes by subtracting the actual output signal of the object. 

The structural diagram for this case is not shown, since all modifications of it are understandable from 

the text. The resulting transient is shown in Fig. 10.24. It can be seen that as a result, the signal at the 

output of the composite object, like the signal at the output of the actual object, has not changed in 

the main parameters. In this case, the modeling time is increased to show clearly, then after 40 s the 

both transient processes practically merge, the control error is close to zero, since the output signal 

of the object is close to unity. 

When using intermediate types of regulators, namely, PID2 and PID3, the results 

approximately coincide. With respect to the result with the simplest variant, that is, with a PID 

regulator, it can be concluded that the received regulator is practically inferior in its parameters to all 

the regulators considered above, although it is much simpler and does not require even a second order 

of derivation. This regulator is much easier to calculate, the procedure for its numerical optimization 

is almost self-evident with taking into account the given the idea of its design, which is outlined in 

the three theses above. 
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For comparison, Fig. 10.25 shows the transient process obtained in [44] for a system with the 

same object.  

 

 

Fig. 10.24. Transient processes in the system from Example 38: line 2 is total output, line 1is object 

output 

 

Fig. 10.25. Transient processes in a system with the same object in accordance with [43] 

This process is clearly worse, since overshooting is 60% (in our result it is only 40%), the 

duration of the process is the same in the both cases, the reverse overshoot is 10% (in our result it is 

absent). Indeed, in our case, the reverse movement slightly exceeds 80%, whereas in this case the 

reverse overshooting in the process in Fig. 10.25 is 110%. More than 100% gives backward 

overshooting, less than 100% is only backward movement.  

Report content 

1. Robust power saving two-channel regulator with single output 

2. Robust power saving two-channel regulator with single output object, prone to 

oscillations 

3. Regulator with separation of “right” and “wrong” movements 

4. The use of bypass channel for feedback control of an oscillating object 
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10.5. Control Questions 

 

 What is the purpose of discrete and continuous control? 

  How is energy conservation achieved by using energy-saving design techniques for 

regulators? 

  How do you understand right and wrong movements? 

  How does Smith's predictor act? 

  Why can it be argued that the bypass is a special case of the predictor Smith? 

  What are the advantages of a bypass compared to Smith's predictor? 

  Can Smith's predictor be used to control a high order object without delay? 

  Can a bypass channel be used to control a high-order object without delay? 
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11. Feedback Systems with 
Pseudo Local Loops 

 Keywords: numerical optimization, local loops, pseudo-local loops, regulators. 
 
 This chapter talks about the pseudo local loop method. This method allows you to effectively 
manage objects with a relatively complex mathematical model. 
  If the mathematical model of an object is so complex that it is significantly unstable, then it 
is rather difficult to propose an effective method for controlling such an object. If there was 
the possibility of local loops, then this would greatly simplify the task. Pseudo-local loops are 
a compromise solution. This approach allows you to effectively control even such objects, 
the internal structure of which contains, for example, a nonlinear element with positive 
feedback. This chapter gives a detailed description of this technique and confirms the 
effectiveness of the methodology using examples obtained by mathematical modeling.  

11.1. About local and pseudo local loops 
This chapter proposes the method for designing of regulators for unstable problematic objects. 

The method basis is in introducing of compensative feedback directly into the model of object. In the 

result of this the structure should be transformed to get single-loop regulators. The method has been 

investigated with modeling in the program VisSim, and its effectiveness has been demonstrated.  The 

effectiveness of regulators for some kinds of objects, for example, such as objects with deep non-

linear positive feedback, depends on the accuracy of the realization of compensative elements. 

The design of regulators for objects containing problematic circuits is a difficult task, 

especially in the presence of non-linear elements in the case of positive feedback in the individual 

elements of the structure of an object. Positive feedbacks are most dangerous when the loop gain is 

greater than unit.  

To solve this problem the modeling method is proposed and investigated. It consists of two 

stages.  

In the first stage compensating feedback loops are introduced into the model of the object. 

These loops allow to convert the non-linear element into the linear one, or to make its model close to 

a linear one. Also, these loops can convert integrator into aperiodic link. The resulting modified object 

is easy for controlling. So, the design of the regulator for it is carried out simply on the basis of 

automatics control theory.  

In the second stage the feedbacks loops introduced to the structure must be recalculated into 

corresponding elements of the successive regulator. In this case, the loops inside the regulator itself 

are not a problem; they can be preserved in the model of the regulator. The problem is only introduced 

loops in the structure of object, because they can’t be realized directly. So, these loops should be 

recalculated into the equivalent fragments of the successive regulator structure.  

Despite the fact that this method is intuitive and clear, with simulating desired positive effect 

is achieved not always. Simulation with the use of program VisSim has the advantage that the 

calculation of derivatives and integrals is then carried out on the same or similar algorithms, which 

should take place in the digital regulator. This allows to identify possible problems of implementation, 

and to find an effective solution to overcome them. 
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11.2. The control of objects with two 
integrators 

Theoretically, the control of an object, which is two series-connected integrators, is not of 

great complexity. But this example can demonstrate the essence of the method and its efficiency.  

Let the model of the object is given by the following transfer function: 
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This object can be represented as two serially connected first-order integrators: 
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If we introduce a negative feedback around one of the integrators, for example, proportional 

link with the gain equal to two, it will be converted to an aperiodic link. Remaining integrator can 

play role of an integral regulator for astatic control, i.e. it will reduce the static error to zero.  

Thus, to control the object in question it would be sufficient to use the specified local negative 

feedback, serial regulator with the unit gain and a single global negative feedback, as shown in 

Fig. 11.1. In this figure, the traditional notation is used for input, output, and control signals. Any 

element which does not belong to the object is a part of regulator. 

 
Fig. 11.1. Block diagram for the control of the object with the help of the local loop 

 

 
 

Fig. 11.2. Block diagram for object control using the pseudo local loop 

 

In the implementation of this structure a problem appears: the signal z(t), required for 
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switching of local feedback is unavailable for measurements. Simulation of an object, namely – the 

regulator, provides a model of the signal as the signal z’(t), as shown in Fig. 11.2.  

Fig. 11.3 shows the structure for simulation of the system accordingly with the structure 

shown at Fig. 11.2, with the use of the program VisSim. Fig. 11.4 shows the resulting graph of the 

transition process in response to a single job step jump v(t). 

 

 
Fig. 11.3 The structure for simulation of the system accordingly with the structure shown at Fig. 11.2: 

stabilization of object, consisting of two series-connected integrators: a first integrator is stabilized with 

the help of pseudo-local loop, a second integrator of object is not stabilized, and it performs the function 

of an integral regulator 

 

 
 
Fig. 11.4. Transient in the system according Fig. 11.3, which shows the absence of overshoot, a static 

error is zero because of the presence integrator circuit 

 

In the example robust control is achieved, because the object is linear. The exact values of the 

coefficients of regulator do not matter much. The proposed method is efficient, intuitive and easy to 

implement in the case of a linear object with small amount of a series-connected integrators without 

feedback (in our example object is the two integrators). 
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11.3. The Control of Objects with two 
Integrators and Non-Linear Positive 
Feedback 

Let complicate the problem by introducing a positive feedback, which contains a non-linear 

element in the form of an element that is raising the input signal into the third power. The structure 

of such an object is shown in Fig. 11.5. The effective regulator is required to be found. Introduced 

positive feedback destroys the stability of the object to a great extent. If the output signal is greater 

than unit, then in the local loop of the object the positive feedback greater than unit arises. The cubing 

increases this problem. Methods of numerical optimization of PID-regulator can not be used to 

calculate regulator for the control of such an object.  

If we virtually introduce the negative feedback into the object, repeating the existing non-

linear relationship, but with an opposite sign, then these two loops should compensate each other. As 

a result, we obtain an object that was discussed in the previous section. The controlling of this derived 

object can be accomplished by the previously demonstrated way. Fig. 11.6 shows the corresponding 

block diagram. 

After that the local non-linear loop must also be converted into a pseudo-local loop to provide 

a regulator structure, which does not use the signals from the inside of the object and does not use 

non-existent inputs of the object. Block diagram obtained by means of the necessary equivalent 

transformations is shown in Fig. 11.7 Simulation fully confirms the effectiveness of the proposed 

method to the object in question. Simulation scheme is shown in Fig. 11.8 and the results for different 

values of the task v(t) is shown in Fig. 11.9. 

 

 
 

Fig. 11.5. The task of controlling of the object with an internal nonlinear unstable loop  
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Fig. 11.6. The block diagram for controlling the object using one local and one pseudo local loop  

 

The resulting structure of the regulator can also be simplified with the aid of equivalent 

transformations. When using the digital controller, it is not required because this structure can be 

provided by the according program. The resulting system is fairly robust, that is, small changes in the 

coefficients do not lead to loss of stability. Also, the stability of the system is not affected by changing 

the method of integration (i.e. the method of computation of integrals and derivatives of the signals 

used). 

 
 

Fig. 11.7. Block diagram for controlling the object using the two pseudo-local loops 
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Fig. 11.8. The simulation results of the object: the object is fully stabilized by the pseudo-local feedback 

 
  

Fig. 11.9. The simulation results of the object for Fig.11.8: the object is fully stabilized by the pseudo-local 

feedback; transient process is shown for different values of the task (from 2 to 0.5) 

11.4. The Control of Objects with Three 
Integrators and Non-Linear Positive 
Feedback 

Let us complicate the problem by introducing into the object of another series-connected 

integrator.  

Two variants can be offered for the use of the proposed method.  

The first variant assumes deeper negative feedback than inside the object. This makes the 

problem loop enveloped by the aggregate negative feedback instead of the positive one, as shown in 

Fig. 11.10. In the simulation of the system stability when input value jump to about unity value has 

been provided. The nonlinear system may have different levels of quality of transient processes 

according to the input signal value, for example, may be stable at low input signals and unstable at 

high input signals.  

Simulation according the structure of Fig. 11.10 reveals a number of problems. Particularly, 

we recommend choosing simple Euler method among the possible methods of integrating. This 

method uses the calculation of the integral of a function with the help of the sum of the values of this 

function on all the interval of integration, taken with the regular period, multiplied by the duration of 

such period. Specified above interval is the value of the integration step. Other methods of integration 

do not give the desired effect.  
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Fig. 11.11 shows result of the simulation of the converted system, wherein the regulator 

structure is transformed into a structure with a single main loop (the local control loops inside the 

regulator are not forbidden). In this structure, naturally, the coefficient k in the regulator after 

involution into the third power can be equal to unity or can be less. In the case of a unit value of k 

almost complete compensation of nonlinearity occurs, but the loop has two integrators, making it 

unstable. Therefore, we use different coefficients k greater than unity.  

 

 
 

Fig.11.10. Providing of the stable control by means of the introduction of local loops after the conversion 

of the primary loop: a first integrator is stabilized by pseudo-local loop, the second block, which consists 

of two integrators, the latter of which is enveloped by a non-linear positive feedback, is stabilized by a 

local loop 

 

With the gain k = 2, according Fig. 11.12, the transient process in response to a single step 

jump has the best form, as can be seen from the graphs in Fig. 11.13. If the value of this jump is 

reduced, there is an overshoot in the system. Particularly, when a jump is 0.6, the overshoot amount 

is about 30%. In the case of increase in this value, in the system arises reverse process, which can be 

called conditionally “undershoot” as antonym to “overshoot”. In particular, when the input signal is 

equal to the output 1.2 the signal first rather rapidly approaches the value of 1 and then moves slowly 

to the desired value of 1.2. Fig. 11.14 shows the transient processes depending on the coefficient on 

the negative feedback k. 

 

 
 

Fig. 11.11.  Transient responses for Fig. 11.10 
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Fig. 11.12. The result of the conversion of the previous structure into the structure with one main loop  

 

 
 

Fig. 11.13. The result of the use of the structure according Fig. 11.12 with one main loop: graphics of the 

transient processes when at the input step is equal to 1.2; 1.0; 0.8 and 0.6, correspondingly 

 

 
 

Fig. 11.14. Transient processes in the system with the different gains after the block of cubing: upper 

graph is with k = 1.5, further - k = 2; k = 2.5; k = 3 and k = 3.5  
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As we can see, if the input jump is equal to unity, then for k = 1.5 overshoot exceeds 20%, for 

k = 2, no overshoot, when k = 2.5 undershoot about 20% has place in the system, with a further 

increase of this gain, undershoot slowly rises.  

With the reducing of the size of the input signal to a value of 0.5, this dependence varies. 

Corresponding transients are shown in Fig. 11.14. 

When k = 1.5 overshoot exceeds 80%, for k = 2, overshoot is 50%, with k = 2.5, it is 30% and 

with further increasing of gain k the overshoot is reduced.  

With the increasing the value of the input signal to a value of 1.2, this dependence is also 

changed. Corresponding transient processes are shown in Fig. 11.15. When k = 1.4 the overshoot is 

close to 20%, with k = 1.6 overshoot is negligible, when k = 1.8 or more, undershoot occurs. If k 

< 1.2, then the system is unstable. 

 

 
 

Fig. 11.14. The same values with the input shock equal to 0.5; the gain k is changing from the top to the 

bottom of the graph, respectively: 1.5; 2; 2.5; 3; 3.5 and 4 

 

 
 

Fig. 11.15. The same values with jump at input equal to 1.2; the gain k is, from the top to the bottom of 

the graph, respectively: 1.4; 1.6; 1.8; 2 and 2.2  

 

The second variant of controlling uses the attempt of the total compensation of the 
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nonlinearity. In this case, discussed above ratio should be equal to unity: k = 1. 

But in this case, the two series-connected integrators become not enveloped by stabilizing 

feedbacks. Consequently, additional proportional feedback enveloping one of the integrators is 

necessary.  

Fig. 11.16 shows the structure and Fig. 11.17 shows the simulation result in program VisSim 

accordingly with this variant of the proposed method. If the jump of the input signal does not exceed 

1.8 units, the system is close to linear. If this value will be increased, the system becomes unstable. 

Namely, when the output signal value is 1.9, then rapidly growing amplitude oscillations occur (see. 

upper graph in Fig. 11.17).  

Fig. 11.18 and 11.19 show the results of attempts to find better values of the coefficient of 

proportional feedback (parallel to compensatory nonlinear loop). Both increase and decrease of this 

ratio does not increase the stability of the system.  

 

 
 

Fig. 11.16. The structure for the simulation of systems with almost full compensation of nonlinearities 

 

 
 

Fig. 11.17. The result of the simulation of systems according Fig.11.16: transient processes for small 

values of the input signal are corresponding to jump in a linear system with high quality control; 

problems arise only when the input jump is 1.8 or more 

 

Fig. 11.20 and 11.21 show the result of reducing the integration step from 0.1 s to 0.01 s. It can 
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be seen that the stability of the system has been raised. Now the system has become stable with the 

jump of 2.0 units, as well as with any smaller value of this jump. The reason of it this restoration of 

stability is better fidelity of the model of compensating loop to the model of the initial compensated 

loop. The compensating loop comprises two additional integrator and two additional differentiating 

units. Each integrator introduces a delay which value is the integration step. 

 

 
 

Fig. 11.18. Structure with attempts to find other feedback coefficients which do not lead to success (see 

transient processes in Fig. 11.19)  

 

 
 

Fig. 11.19. Transient processes to Fig. 11.18  
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Fig. 11.20. Modified coefficients in structure according 11.18 

 

 
 

Fig. 11.21. Transient processes for structure of Fig.11.10: illustration that the success occurs at lower 

values of the integration step from 0.1 s to 0.01 s, and the linearity of the system is achieved when the 

input jump is 2 units or less 

 

Thus, in the compensating circuit implicitly contained delay link by an amount equal to twice of 

the integration step.  

This rule is confirmed by further modeling. Indeed, with further increase in size of the jump up to 

4 units, the stability of the system becomes broken again, as Fig. 11.22 demonstrates with the 

transient processes in it. But it is enough to reduce -integration step again from 0.01 s to 0.001 s, and 

the stability of the system for these values of the input signals is again restored, as shown by the graph 

in Fig. 11.23.  
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Fig. 11.22. Violation of stability with increasing input jump to a value of 4 units  

 

Therefore, in the case of the implementation of the control system based on digital technology, 

ADC and DAC to ensure the best stability, it is required the using of the devices of the highest possible 

speed. 

However, even this does not solve the problem completely for the following reasons:  

1. These integrators are included into the object model, and increasing of the regulator speed does 

not change the speed mismatch problem of the problematic loop to compensate its influence fully.  

2. The model of object can be known with insufficient accuracy.  

3. The object model coefficients may vary with time during its operation.  

4. The implementation of coefficients can also be carried out only within a given errors, even with 

quite small one.  

 

 
 
Fig. 11.23. Restoring of the stability when changing the integration step from 0.01 s to 0.001 s  

 

Therefore, for all kinds of calculations it is useful endeavor to provide robust control, i.e. the 

calculation of such regulators, in which the system remains stable even in the case of a small deviation 

of the true parameters of the object from the values of these parameters, used in the calculation of the 

regulator. 

For the considered in the last section problematic case, the design of robust regulator can be 

fundamentally impossible.  
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The reason of this problem can be understood by considering the static state and the system.  

To the situation when the output signal of the object would be in steady state, i.e. not changed (and 

in this case it would be equal to the input specified value), at the third (last) integrator signal must be 

equal to zero.  

However, signal equal to the cube of the output value of the object is applied through the adder 

and the nonlinear element to the input of the integrator signal. Therefore, to compensate for this 

quantity, the output signal of the second (penultimate) integrator must also be equal to the cube output 

magnitude but with a minus sign. And with the aim of keeping by this integrator of its output value 

in the static mode, the output signal of the first integrator must also remain zero at the end of the 

transition process. Also at the end of the transient process zero control signal of the regulator output 

must take place. This is necessary but not sufficient condition. Furthermore, these signals are related 

by relations, according to which some of these signals are the integrals of the other or the differences 

of the other signals in agreement with a mathematical model of the object. The respective signals are 

shown in Fig. 11.24. 

 

 
 

Fig. 11.24. Graphs of transient processes, including internal values of the object: 1 is output value, 2 is 

output of the second integrator, 3 is controlling signal, 4 is output of the first integrator  

 

In this case, all of these signals are generated only from the shape of the control signal u(t). 

From this it can be seen how complicated are the requirements for this signal, and thus for the 

regulator, which generates the signal from the prescribed value v(t) and the output value y(t).  

In order to investigate the robustness of the resulting the regulator gain in the compensating 

tract has been changed. These changes did not cause significant changes in the transient processes 

with the setting value equal to 12 units or less, the system remains stable. If the value is more than 13 

units, it is not stable. 

This is true within the frames of the limited value of the input signals (up to 12 units of 

reference, and, correspondingly, the output signal, which corresponds to 1728 units at the output of 

the cube link).    

 

In this chapter, a method for design of regulator for problem objects has been proposed and 

investigated. Object model can include many integrators and unstable internal loop. The method has 

been investigated on the example of non-linear object with a positive feedback, which includes non-

linear element elevating the input signal into a cube.  

The efficiency of the systems designed by this method has been demonstrated with the 

simulation. In the case of using of the method based on the full compensation of the nonlinearity, 

error of the coefficient about 10% does not cause the loss of stability or a significant change in the 
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quality of the transient process. This is true within the limited magnitude of the input signals (up to 

12 reference units, and corresponding output signal 1728 at the output cubed link).  

Report content 

1. The control of objects with two integrators 

2. The control of objects with two integrators and non-linear positive feedback 

3. The control of objects with three integrators and non-linear positive feedback 

11.5. Control Questions 

 

 What are local feedbacks? 

 What are pseudo-local feedbacks? 

 How do local feedbacks work? 

 How do pseudo-local feedbacks work? 

  Can pseudo-local feedbacks be effective in the case of a problem with a nonlinear 

control object? 
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12. Design of a Piecewise 
Adaptive Regulator 

 Keywords: piecewise adaptive controller, adaptive controller, sub setting, membership 
identification, robust control, numerical optimization. 
 
 This chapter reveals the technology of combining the advantages of robust and adaptive 
regulators. A regulator is proposed, which is partially robust and generally adaptive. Its 
design is easier than designing an adaptive controller, and the effect of its application is 
better than the effect of using a robust controller. 
  In the case when the task of designing a robust controller for the entire range of changes in 
the parameters of the object, it is proposed to divide the entire range of changes in the 
parameters of the object into sub bands, after which, according to the proposed method, it 
is necessary to design a robust controller for each sub band. Adaptive properties of the 
controller as a whole are achieved by recognizing the sub band to which the current 
controller parameters belong and by implementing a robust controller for this range. This 
chapter reveals the main ideas and technologies of this method. 

12.1. Robust System as a Prototype of the 
Adaptive System 

One of the methods for calculating the robust regulator is discussed in Chapter 6.3. It consists 

in optimization with simultaneous modeling of a set of systems with the same regulators, but different 

objects, described by the most characteristic models from the set of possible models of this object. 

The main idea of this approach is to ensure that identical regulators provide the stability of locked 

systems not only with an object with nominal parameters, but also with selected samples of models 

of an object with changed parameters. If, in the numerical optimization of the regulator for a single 

object, the integral criterion of the quality of the system is used as the criterion of optimality, then in 

the numerical optimization of one regulator for a set of objects, the sum of these criteria should be 

used. To ensure the required quality of the system for various values of object parameters, it is 

suggested to use a lot of objects described by the regulator model, each of which is characterized with 

different parameter values, as shown in Fig. 12.1. For each of these objects, an identical regulator is 

simulated. Its parameters are calculated by the method of optimization by the criterion, which 

includes the sum of the errors of all systems of the set. 

Earlier in Chapter 6.3, the method of designing a robust system for an object with distinct 

non-stationary properties was analyzed. Features of the robust regulator are that it must provide stable 

control with acceptable quality, provided that the parameters of the object model change, or are not 

known accurately. Moreover, this success of control is achieved not at the expense of changes in the 

regulator model, but at the expense of finding such a universal model that would ensure the solution 

of the task at any possible combinations of parameters of the model of the object. Obviously, the 

solution to the task of successful control can be unachievable by this method. 

Unlike robust regulators, adaptive regulators can change the parameters of their mathematical 

model depending on the current parameters of the object model. The class of problems that can be 

solved in this way is much wider, and the results can be much better. However, the design of adaptive 
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regulators is much more difficult than designing robust regulators. 

 

 
Fig. 12.1. Regulator optimization scheme: 1, 2 are models of the object with different parameter values; 

3, 4 are identical models of regulators; 5 is the former of the test impact; 6 is system cost analyzer; 7 is 

regulator parameter optimizer 

 

The main difficulty in implementing adaptive systems is, first, in determining the current 

model of the object, and secondly, in calculating the best regulator for this current model. 

Simplification of the method for solving this problem can be achieved by splitting variants of 

possible mathematical models of the object into a countable set and using the robust control method 

within this set. In this case, the private subtask of robust control is simplified compared to trying to 

provide the required properties of the system with a single robust regulator. On the other hand, 

detailed identification of all object parameters in this case is no longer required, since it is sufficient 

to provide only the recognition of the characteristic features of the object model sufficient to classify 

the current model as one of the previously allocated classes. 

Let us suppose, for example, that a control object has a mathematical model in the form of a 

transfer function W0(s), for example, 
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The non-stationary properties of the object consist in the fact that in some predetermined limits 

all the parameters of its model that enter into this function can change, namely: k is the gain, T is the 

time constant, n is the order of the model, and τ is the time constant of the delay link. 

The output signal of the object Y(t) should coincide with V(t) as precisely as possible, an 

unknown noise is affected by the object, and the parameters of the object model are slow (that is, 

100–1000 times slower than the rate of change of the object output signals) and change in an unknown 

way in time. 

If the parameters of the transfer function (12.1) change over time, then the robust regulator 

remains unchanged, whereas the adaptive regulator must vary depending on these changes: 

),,,,()( TknsWsW RR = .            (12.2) 

The piecewise robust regulator in our concept is a regulator whose structure (mathematical 

model) depends on one parameter which is the number of the subset to which the current state of the 

object model is assigned. In the case of a piecewise robust regulator, all the regulator’s coefficients 

can be taken from a pre-calculated table, that is, they can be fixed from the given subset. This is much 

simpler than the continuous calculation of new coefficients, based on the set of newly defined 

parameters of the object model. 

Determining the situation of assigning a model to one of the predefined classes is also much 
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easier than determining the entire model of an object completely. As a result, two complex procedures 

(identification of the model of the object and calculation of the regulator model) are replaced by two 

simple procedures (referring the model of the object to the selected class and selecting the regulator 

model depending on this class).  

 

12.2. An Example of Splitting a Set of Object 
Parameters into Subsets 

One of the primitive variants of splitting the set of object parameters into subsets is the 

division of the range of admissible values of each of the changing parameters. 

For example, if in (12.1) n is an integer in the range from 3 to 5, this automatically gives a 

breakdown into three subsets of this parameter. The continuously varying parameters T, k, τ can be 

divided into an arbitrary number of intervals. For simplicity, we can apply the partitioning of intervals 

into two, if there is no valid reason for another choice. If, as a result of solving the problem, it turns 

out that such a partitioning is not enough, one can apply a smaller fragmentation of intervals over one 

or several of the selected parameters. 

A more intelligent approach consists in finding the patterns of joint influence of parameters 

on the quality of the system and, accordingly, on the choice of the regulator. For this purpose, an 

analytical analysis of the influence of these parameters or the combination of the resulting regulators 

on the basis of the results of their numerical optimization can be used. The analytical method is 

difficult to develop in a general form, although in some special cases this problem is solved quite 

easily. The combination of the results of optimization can be quite simply formalized. 

For example, for n = 1, τ = 0 in (12.1), one can see that an increase of T in m times also 

displaces the high-frequency part of the amplitude-frequency characteristic of the object, as a 

decrease of k by m times. Therefore, the whole range of admissible values of T and k can be divided 

according to the values of the product G = T · k by the desired number of intervals, preferably equal 

in the logarithmic scale. For example, if G1 is the minimum value of this product, and G4 is the 

maximum value, it is supposed to be divided into three intervals, it is advisable to choose two internal 

boundary values of the interval G2 and G3 by achieving the ratio: 

342312 /// GGGGGG == .           (12.3) 

A similar result could be obtained if the range of admissible values of the coefficients was 

divided into two, as well as the interval of permissible values of the time constants. This would give 

four areas. Assigning the corresponding characteristic central values k1, k2, T1 and T2 to the regions 

with the smallest and largest values of each of the parameters, we would obtain four different pairs 

of combinations of values of the regulators: Q1 = {k1, T1}, Q2 = {k1, T2}, Q3 = {k2, T1}, Q4 = {k2, T2}. 

Further we might find that the controls for Q2 and Q3 are identical. 

12.3. Identifying the Belonging of the Object 
Model to a Given Subset 

Methods and devices for identifying the belonging of the current set of object parameters to a 

specific subset can be based on the evaluation of these parameters or on a different principle, if this 

is more effective. In this case, test actions can be used provided they are sufficiently small so as not 

to disrupt the result (accuracy and quality) of the object control. 

 For example, the value of the static gain k can be approximated by giving a small step effect 

to the object. The order of the object n can be determined by measuring the transfer function in the 

high-frequency region, at two or more characteristic frequencies. Determination of the value of the 

time constant of the delay link τ can be carried out by the correlation method, that is, by feeding a 

pseudo-random small signal to the input of the object and by finding the delay time of this signal 
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corresponding to its greatest correlation with the output signal of the object. 

Report content 

1. Robust system as a prototype of the adaptive system 

2. An example of splitting a set of object parameters into subsets 

3. Identifying the belonging of the object model to a given subset 

12.4. Control Questions 

 

 What are the disadvantages of robust regulators compared to adaptive ones? 

   What are the disadvantages of adaptive regulators compared to robust ones? 

   What are the advantages of robust and adaptive controllers combined in an approach 

called piecewise adaptive controllers? 

   Can it be argued that piecewise adaptive regulators are piecewise robust at the same 

time? 
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13. Optimization of the 
Regulator for Multichannel 
Objects (MIMO) 

 Keywords: numerical optimization, MIMO, multichannel objects, multichannel systems, 
multichannel regulators. 
 
 This chapter talks about the design technology of multi-channel controllers for controlling 
multi-channel objects. 
  Multichannel objects are objects that have more than one input and more than one output, 
with each of the inputs affecting each of the outputs. Management of such objects is rarely 
successful with the necessary number of single-channel feedback systems. For success, it is 
necessary to design a controller that also has the required number of inputs and outputs, 
moreover, in such a controller each input also affects each output. This chapter reveals the 
technology for designing controllers for this task by numerical optimization. The chapter 
explains the features of the test signals and the cost function for this case.  

13.1. The Task of Control of Multichannel 
Object  

Multichannel objects refer to special class of objects, in which there are several inputs and the 

same number of output values, and each input value affects each output value, which is called cross-

influencing (or cross-linking). It is required to design a regulator that provides autonomous control 

of each output value with the help of pre-selected input quantities. 

Example 39. For example, in a chemical reactor, a reaction takes place, the rate and 

temperature of which depend on the amount of several products fed into it. It is necessary to separately 

control the temperature and volume of the product in the reactor using the rates of supply of two 

reagents. 

If the object is linear, as a rule, its mathematical model can then be set by the matrix transfer 

function in the operator area, that is, in the form of the Laplace transform relations from the output 

signals to the input signals that generate them. 

The principle of the most powerful influence. The simplest approach to solving this problem 

is to choose a correspondence between input actions and output values based on the principle of the 

strongest influence, if possible. 

Example 40. If the frequency and power of radiation are to be stabilized in a semiconductor 

laser, taking into account that each of these parameters is influenced by the temperature of this laser 

and the pump current, then there are two possible ways to control: a) controlling change in power by 

changes in current, and control changes in the radiation frequency by the changes in the laser 

temperature; b) controlling change in power by changes the temperature, and control changes in the 

radiation frequency by the pump current. In the second case, the problem posed will be much more 

difficult to solve, since the current has a much greater effect on the radiation power than the 

temperature. This statement is far from obvious; therefore, it requires an explanation of how it is 

possible to compare four quantities with different names. Indeed, the power increment from the 

Topic №13 
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current is measured in Watts per Ampere, the power increment from the temperature in Watts per 

degree, the frequency increment from the current in Hertz per Ampere, and the frequency increment 

from the temperature in Hertz per degree. 

We represent the matrix of static coefficients in the following form:  













==

)/(,)/(,

)/(,)/(,
)0(

2221

1211

CHzkAHzk

CWkAWk
WK .  (13.1) 

Let multiply the left column by 1 A, and the right column by 1 degree. After that, divide the 

upper line by 1 W, and the bottom one by 1 Hz. We obtain dimensionless quantities. Among these 

quantities, we find the largest value. If it is not on the main diagonal, we change the numbering of the 

second index, namely: we replace the unit with two, and replace two with unit, that is, we interchange 

the columns. As a result, at least the largest value will be in the main diagonal. This means that at 

least one of the two input actions will cause the response in the forward channel to be more significant 

than in the secondary channel. If the second element in the main diagonal is larger than the other two 

elements, the problem of design of multichannel regulator will be simpler than if this condition was 

not met.  

When this condition is met, a developer can attempt to control each value in a scalar (single-

channel) control loops. For example, he can make two scalar feedbacks with the PID regulators in the 

forward link. In this case, the matrix regulator can be represented by a diagonal matrix in which the 

nonzero terms are located only in the main diagonal. This approach can be effective if the object 

model has the strongest influence between the selected control signals and the output values 

associated with them. That is, in the whole range of operating frequencies, the matrix transfer function 

is characterized by the fact that in the main diagonal there are terms whose magnitude is much higher 

than the magnitude of the terms in the rest positions of the matrix. 

It may be that this approach is not effective, since the cross-channel influence is not so small 

that it can be neglected in the design of the regulator, that is, it is sufficiently effectively suppressed 

by the action of the main control loops (i.e. main diagonal elements of the matrix). In this case it is 

necessary to use the method of designing a matrix regulator. 

In the case when the object is linear, one of the existing analytical methods for designing of 

regulator can be used to control such an object. For example, if the elements of the regulator transfer 

function are aperiodic links, then it is possible to offer a matrix that is an inverse of the regulator 

matrix multiplied by the coefficient and integrator, that is, the factor K/s as a regulator. In this case, 

the result of multiplying the matrix of the regulator by the matrix of the object is a diagonal matrix 

with integrators in the main diagonal. Such a system will successfully solve the problem of 

autonomous control of output values.  

If the elements of the object are of higher order, a developer can try to approximate them with 

first-order elements and apply this method, but the result may not be so successful. There are other 

methods of analytical calculation of multi-channel regulators. However, if the object contains delay 

links and (or) non-linear links, then there are no analytical methods for calculating the regulators. 

Numerical methods use simulation of the system including the object and regulator models. 

Based on the analyzing of the simulation results for various numerical parameters of the regulator, 

software selects parameters for which the problem is most successfully solved. Numerical methods 

can be divided into methods of empirical selection, optimization methods and others. 

Empirical selection implements some simple rules or algorithms for finding such regulator 

parameters that provide a satisfactory solution of the problem, even if this result is not optimal.  

Optimization methods require the formulation of the quality criterion of the system in 

numerical form, for example, as a cost function. Then, procedures are used to find such regulator 

parameters that ensure the least value of this cost function. 

Other methods include, for example, the Monte Carlo method, which consists in a series of 

experiments with the random setting of the regulator parameters, with the choice of the result that 

most closely matches the control objective. 

Also, other methods can include all other methods based on the experience or intuition of the 
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developer, or in common sense.  

Example 41. Let us consider the task of controlling the water level in the pool and the water 

temperature there, provided that hot and cold water is injected into it and the uncontrolled flow rate 

of water and uncontrolled cooling. It is obvious that the contribution of the increase in the rate of 

inflow of hot and cold water will be commensurately affected both by the temperature change and by 

the change in the water level. There is competition between the two control loops. However, common 

sense suggests that to control the temperature, instead of choosing one of the two actions, increment 

of the flow rate of hot water or increment of the flow rate of cold water, a developer can choose the 

increment of the sum of these velocities, and to control the temperature, select the increment of the 

difference of these velocities. Such an adjusted object will be controlled more efficiently. 

Indeed, let, for example, all transfer functions be commensurable. Then the increment of the 

level Y1 is determined by the relation Y1 = W11U1 + W12U2, the increment of the temperature Y2 is 

determined by the relation Y2 = W21U1 – W22U2. Let denote the output signals of the controller, 

respectively, R1 and R2. we can set the following relationship: U1 = R1 + R2, U2 = R1 – R2. Hence, we 

obtain:  

Y1 = W11(R1 + R2) + W12 (R1 – R2), 

Y2 = W21(R1 + R2) – W22 (R1 – R2), 

or  

Y1 = (W11 + W12) R1 +(W11 – W12 )R2, 

Y2 = (W21 – W22) R1 +(W21 + W22 )R2. 

For example, in the case of the equality of all transfer functions, we obtain a complete diagonal 

decoupling: 

Y1 = 2W R1, Y2 =2 W R2. 

The considered example is easily understood on the intuitive level, but the applied algorithm 

of actions is difficult to formalize, therefore in the future we will assume that all possible procedures 

for simplifying the control problem have already been applied, but the problem is still not simplified 

so that it would be possible to neglect the indirect influence of the contours. It remains a multi-channel 

problem of regulator synthesis.  

13.2. The Statement of the Problem and the 
Solvability Conditions 

Let the object be described by a matrix transfer function of dimension N × N, the elements of 

which are serially connected aperiodic links and links of pure delay. 

It is necessary to develop a procedure for optimizing the regulator, which would allow to 

calculate the regulator in the form of a functional matrix, also of dimension N × N, whose elements 

would be physically realizable links in the form of rational fractions, for example, PID-regulators. 

The problem is solvable if the matrix of the object is not degenerate. If this matrix is 

degenerate, that is, its determinant is zero, then the problem cannot be solved. 

Regarding the functional matrix, the concept of degeneracy can formally not be fulfilled, but 

the determinant may turn out to be small, or zero in the region, for example, only of low frequencies 

(or zero frequencies). This means that the problem does not have a static solution, although in 

dynamics it can be solved. 

Example 40. Let consider an example of an unsolvable control problem for a multichannel 

object. Let the transfer function of the object has the following form:  
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The first column of the matrix (13.2) is proportional to the second column. Therefore, the 
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output signals of such an object are connected, it is impossible to provide autonomous control of the 

output values. 

Example 41. Let consider an example of an unsolvable control problem for a multichannel 

object. Let the transfer function of the object has the following form:  
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The first column of the matrix (13.3) is not proportional to the second column. Therefore, the 

output signals of such an object are not uniquely linked and it is possible to provide autonomous 

control of the output values. However, in the static mode (as t → ∞), the matrix is transformed into a 

number matrix, s = 0, and this numerical matrix is degenerate.  
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This means that the system cannot stay in an arbitrary desired steady state with the steady 

state of the control signals. This can be achieved only by continuously changing the control signals. 

In some cases, such a decision may be considered satisfactory; in other cases, this is unacceptable.  

13.3. Methods for Solving the Problem 
If the problem is solvable (the matrix of the object is not degenerate), the proposed procedure 

for its solution contains the following steps. 

1. If any simplification methods are possible, similar to those discussed in Chapter 13.1, it is 

advisable to apply them in the preliminary stage by adding an appropriate matrix at the input of the 

object. Next, the resulting modified object is considered as a new object and a developer applies all 

subsequent procedures to it. 

2. By the elements of the main diagonal of the regulator matrix, a developer chooses PID-

regulators in the form: Wii(s) = KPii + KDii s + KIii / s. Here KPii , KDii  and KIii  are the coefficients of 

the proportional, derivative and integrating links, s is the argument of the Laplace transform. 

3. By the other elements of the regulator matrix, a developer chooses PD-regulators in the 

form: Wij(s) = KPij + KDij s. If the transient process is not satisfactory, the integrating terms KIij / s 

should also be introduced into the rest elements too. 

4. A developer sets the duration of the simulation to NT, where T is the expected duration of 

the transient process in the system (this value can be refined during the simulation). 

5. At the first input in the simulation, a developer forms the input action V1 in the form of a 

step jump unit function without delay. On the second input, he forms a similar action V2 with a delay 

equal to T, and so on, for the i-th input delay is (i–1) × T. 

6. A developer should form the weight function F as a series of saw-tooth signals linearly 

increasing from zero to an arbitrarily given constant with a period equal to T. 

7. Using N subtractors, a developer forms a column of control errors Ei equal to the difference 

between the prescribed signals Vi and the output values Yi. That is, Ei = Vi - Yi. 

8. The received errors Ei are used as input signals for the matrix transfer function of the 

multichannel regulator, and also for calculating the cost function. In this case, the cost function is 

calculated by integrating the sum of the modules of all errors multiplied by the weight function F. 

9. A developer should use the optimization procedure of the regulator and analyze the result. 

10. If the result is not satisfactory, a developer can use Smith multi-channel predictor [23] to 

form a new “composite object”. The above procedure to items 2–9 can be applied to the received 

“composite object”. 

11. Instead of the Smith predictor a developer can use its prolongation in the form of a bypass 

channel 23]. The important difference between the bypass channel and Smith predictor is that its 

structure can vary. 

The multi-channel Smith predictor is formed according to the same principle by which the 
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one-channel Smith predictor is supposed to be formed, extending this principle to a multi-channel 

object.  

13.4. The Efficiency of the Completeness of a 
PID-Regulator when Controlling a Multi-
Channel Object 

In a series of papers on numerical optimization of regulators [21–42], techniques and methods 

that allow obtaining numerical parameters of regulators from a known model of the object are 

considered. In this case, when using a multichannel object, it is recommended to use an incomplete 

PID regulator, namely: the integrator is recommended to be used only in the forward control loop, 

that is, in the main diagonal of the matrix transfer function of the regulator. In other elements, the use 

of PD regulators is recommended. 

This approach is justified from the standpoint of the following considerations: 

1. The presence of an integrator in the main diagonal is theoretically sufficient to provide 

astatic control. 

2. This simplification will make it possible to exclude several unknown coefficients. For 

example, if a developer controls an object of 2 × 2 dimension, instead of twelve coefficients, it is 

sufficient to find only ten. When controlling an object of 3 × 3 dimension, instead of 27 coefficients, 

it is sufficient to find only 21 coefficients. 

In this chapter, we investigate the feasibility of such a simplification, for example, an object 

with close parameters of the elements of the matrix transfer function. Such an object model is one of 

the most problematic options, especially if there is a delay.  

Example 42. Let the transfer function of an object be given by the product of two matrices:  
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Figure 13.1 shows the block diagram of such an element when modeling it in VisSim. 

 

 
Fig. 13.1. Object structure 
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Using numerical optimization methods in software VisSim, we will investigate the control 

possibilities when using two variants of regulators, namely: regulator with an incomplete structure, 

shown in Fig. 13.2, and regulator with the complete structure shown in Fig. 13.3. 

 

 
 

Fig. 13.2. The structure of the regulator (PID in the main diagonals and PI in the rest) 

 
Fig. 13.3. Structure of the complete PID regulator 

 

The example with a simplified structure was studied in detail in [42]. The result is shown in 

Fig. 13.4, which shows the structure for modeling the entire system. 

Figures 13.5 and 13.6 show the transient processes with a separate supply of stepped input 

actions with a time difference equal to half the simulation time, that is, 20 s.  

The overshooting in the first channel is from 10 to 35%. The overshooting in the second 

channel is about 10% when the step input is applied to the first input, that is, in this case we are talking 

about the cross effect of the first channel on the second one. 

With other regulator parameters, a smaller overshoot value in the channels can be provided, 

but the required static accuracy is not ensured, in particular, in the second channel, in this case the 

static error is too large and increases with time. 

Figure 13.7 shows the results of optimization of the same system using the complete structure 

of the PID regulator. 
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Fig. 13.4. The best result obtained with a simplified structure of the PID regulator [43] 
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Fig. 13.5. The best result obtained with a simplified structure of the PID regulator [43]: the output signal 

of the first channel 

 

 
 

Fig. 13.6. The best result obtained with a simplified structure of the PID regulator [43]: the output signal 

of the second channel 

 

Figures 13.8 and 13.9 show the transient processes at the outputs of the object shown in Fig. 

13.4–13.6. As can be seen from Fig. 13.8 and 13.9, due to optimization, high speed is provided, but 

large overshooting, namely: in the first channel it exceeds 150%, in the second channel about 80%. 

This result, shown in Fig. 13.7–13.9, was obtained without using the correctness detector [23], 

in contrast to the result shown in Fig. 13.4–13.6. Therefore, in order to correctly compare the two 

types of regulators, in the second case it is also necessary to apply the correctness of motion detector, 

that is, the term in the objective function, which increases sharply if the product of any of the errors 

by its derivative is positive. The results are shown in Fig. 12.10–12.12. 

As can be seen from Fig. 13.10–13.12, reduction of overshooting is ensured to a value of the 

order of 2%. Thus, it has been shown that, at least in some cases, the use of a complete PID regulator 

structure is more efficient than using a reduced structure. 
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Fig. 13.7. Results of system optimization when using a complete PID regulator 

 

 
 

Fig. 13.8. The results of system optimization when using a complete PID regulator are the output of the 

first channel 
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Fig. 13.9. The results of system optimization when using a complete PID regulator are the output of the 

first channel 

 

 
 

Fig. 13.10. The results of system optimization with the use of a complete PID regulator when the detector 

movement’s correctness has been used 
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Fig. 13.11. The results of system optimization when using complete PID regulator: the first channel 

output  

 

 
 

Fig. 13.12. The results of system optimization when using complete PID regulator: the second channel 

output  

 

13.5. The Idea of Smith Multichannel 
Predictor 

In the one-channel version, the idea of Smith predictor is as follows [23]. Let the model of the 

object consist of two parts: the minimum-phase part with the transfer function WMF(s) and the delay 

element with the transfer function W3(s) = exp(–τs). In this case, Smith predictor is included in 

parallel with the object, the transfer function of which is equal to:  

)](1)[()( sWsWsW ЗМФУС −= .                      (13.7) 

This section explores the possibility of using this idea for the case of multi-channel object. 

The idea is used as a basis, which is supplemented with the above optimization technique of the multi-

channel regulator. 

Example 43. Let consider solution of the problem without Smith predictor. Let the minimum-

phase part is given as a matrix with aperiodic links, that is, the elements of the matrix are first-order 

filters: 
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We can consider an example that does not fully correspond to the approach proposed in the 

idea of the Smith predictor. Namely, let the delay element not completely be a link of pure delay, but 

instead there is only a pure delay in one channel, and in the other channel, there is an element with a 

limited speed in the form of an additional filter. In this case, such a transfer function is described by 

a matrix of the following form: 
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Figure 13.13 shows the block diagram of such an element when modeling it in VisSim. 

In accordance with the principles outlined in Chapter 2, PID regulator of dimension 2 × 2 has 

the form whose block diagram (also for VisSim) is shown in Fig. 13.14. 

 

 
Fig. 13.13. Object structure 

 

 
Fig. 13.14. The structure of the regulator (PID in the main diagonals and PI in the non-main diagonals) 
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Figure 13.15 shows the structure for modeling the entire system. On this structure, there are 

also blocks for optimizing the regulator coefficients, showing the results of optimization in the form 

of the obtained coefficients and in the form of the obtained transient processes. 

Figures 12.16 and 12.17 show the transient processes. It can be seen that the overshooting on 

the first channel is about 30%. 

In this example, the result is not as bad as to be an argument for finding alternative methods, 

so we will complicate the task. 

 

 
 

Fig. 13.15. The result of numerical optimization of the regulator: the values of the coefficients and the 

resulting transient processes in the system 

 

 
 

Fig. 13.16. The result of numerical optimization of the regulator: the output of the first channel 

 



 

171 
 

 
 

Fig. 13.17. The result of numerical optimization of the regulator: the output of the second channel 

 

Example 43. Let consider a variant of an object of less favorable combinations of properties 

of the direct and side paths. Let the minimum-phase part be given by a matrix with aperiodic links, 

that is, the matrix elements are first-order filters: 
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The structure of such an object is shown in Fig. 13.18. Figures 13.19 and 13.20 show the 

transient processes of the corresponding transfer functions entering into the matrix transfer function 

(13.10) (response to a single stepwise jump action). Figure 13.21 shows the response of the object to 

a single jump of the first and second control inputs when they are separately fed to these inputs.  

 

 
 

Fig. 13.18. Structure of another object: in non-main diagonals, the speed and transmission factors are 

raised 

 

Figure 13.22 shows the optimization scheme and the result in the case where the first stepping 

action is a jump on the first channel, and then, after 20 s, a negative jump from “1” to “0” occurs on 
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the second channel. The corresponding processes are shown in Fig. 13.23 and 13.24. It is seen that in 

both cases too much overshooting occurs at the output of the first channel. After the first jump, it is 

about 50%, and after the second – about 75%. 

Also, the transient processes in Fig. 13.26 and 13.27 differ in that the time between jumps is 

5 s. The overshooting on the second channel can rise to 125% with an unfavorable combination of 

input effects, which in no way can be recognized as feasible in practically any practical problem. 

 

 
 

Fig. 13.19. The response of the transfer functions of the first line (13.10) to unit jump 
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Fig. 13.20. The response of the transfer functions of the second row (13.10) to unit jump 
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Fig. 13.21. Response of the object to unit jump of the first and second control inputs when they are 

separately fed to these inputs 
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Fig. 13.22. The result of the optimization of the 2 × 2 dimension PID regulator for the object (13.10), the 

sequence of jumps is as following: jump at the first channel from “0” to “1”, then jump at the second 

channel from “1” to “0”, the time between the jumps is 20 s 

 
 

Fig. 13.23. The transient processes in the system in Fig. 13.22, the first control channel 
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Fig. 13.24. The transient processes in the system in Fig. 13.22, the second control channel 

 

 

 
 

Fig. 13.25. The same result of optimization of the 2 × 2-dimension PID regulator for the object (13.10), the 

sequence of jumps, is the same, both jumps from “0” to “1”, the time between jumps is 5 s 
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Fig. 13.26. The transient processes in the system in Fig. 13.25, the first control channel 

 

 
 

Fig. 13.27. The transient processes in the system in Fig. 13.25, the second control channel 

 

Example 44. Figure 13.28 shows the optimization result in the same scheme for the case 

where a stepwise positive jump is first applied to the second channel and then, after 5 s, to the first 

channel. In the resultant system, a bad overshooting persists in the first channel. 
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Fig. 13.28. The optimization results when first unit jump is applied to the second input, and then, after 5 

s, unit jump is applied to the first input 

 
 

Fig. 13.29. The processes in the structure of Fig. 13.28, first channel: bad overshooting in the first channel 
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Fig. 13.30. The processes in the structure of Fig. 13.28, second channel: acceptable overshooting on the 

second channel 

 

Example 45. Finally, a developer can try to increase the time between jumps and in this case; 

the result is shown in Fig. 13.31. In the resulting system, there is still an excessively large overshoot 

in the first channel. 

 

 
 

Fig. 13.31. The results of optimization when feeding unit jump to the second input first, and then, after 

10 s, unit jump to the first input 
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Fig. 13.32. The processes in the structure of Fig. 13.31, first channel: bad overshooting in the first channel 

 

 
 

Fig. 13.33. The processes in the structure of Fig. 13.31, second channel: acceptable overshooting on the 

second channel 

 

The following preliminary conclusions can be done: 

Conclusion 16: The sequence and sign of the selected test actions when optimizing the multi-

channel controller affect the result. 

Conclusion 17: The simulation time and the time between successive test actions when 

optimizing the multi-channel regulator affect the result. 

Conclusion 18: The multi-channel PID regulator for the object under consideration, when 

optimized by the criterion of the minimum of the integral of the sum of the error modules multiplied 

by the time since the jump arrival, did not lead to a satisfactory result: overshoot is too great. 

Example 46. For more efficient optimization of the regulator, we introduce into the cost 

function the error growth detector discussed above. The detector determines the product of the error 

by its time derivative. This product with a qualitative transient process must be negative, that is, the 

error should decrease if it is positive, and it should increase if it is negative. In other words, the error 

moves to zero if this product is negative, and it moves from zero (increases in absolute value) if this 

product is positive. 

  When using a composite cost function, it is important to choose the weighting factor that 

determines the relationship between them. Figure 13.34 shows the results of optimization in the case 
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when the weight coefficient for the second term is five. In this case, overshooting is effectively 

suppressed; however, the main purpose of control is to provide zero control error. The resulting 

transient processes demonstrate small control accuracy of the first channel: it is clear that the error 

increases with time. This result is also manifested in the fact that one of the integrator coefficients is 

negative (the output of block i22 is –1.65328). All the coefficients of the integrators of the main 

diagonal (i = j) must be positive. Ideally, only the coefficients of the side paths, that is, the coefficients 

whose numbering does not coincide, can be negative, for example, p21, d21, etc. In rare cases, one can 

agree with the negative coefficients of the differentiating paths in the main diagonal, but this is 

completely excluded for the integrator (if the coefficients of the transfer functions of the object in the 

main diagonal are positive). 

 

 
 

Fig. 13.34. The results of optimization when the error growth detector is introduces with a weight 

coefficient of 5 
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Fig. 12.35. The processes in the structure of Fig. 12.34, the first channel: a small overshoot in each 

channel, but poor control accuracy in the first channel 

 

 
 

Fig. 13.36. The processes in the structure of Fig. 13.34, second channel: small overshoot in each channel, 

but the growth of the static error in the second channel in the first part of the process 

 

Example 47. Figure 13.37 shows the best result obtained with this regulator structure, 

namely: astatism of each loop is achieved, overshooting moderately large only on one channel, 

astatism is confirmed by positive coefficients of integrators of the main diagonals and visually 

according to the graphs the assumption of astatic control is not refuted (errors tend to zero) 
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Fig. 13.37. The best result obtained with the controller structure without Smith predictor 

 
 
Fig. 13.38. The processes in the structure of Fig. 13.37, the first channel: overshooting is 40% 
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Fig. 13.39. The processes in the structure of Fig. 13.37, second channel: low overshooting is 10% 

 

Example 48. Figure 13.40 shows the result obtained with Smith predictor. The structure of 

this predictor is also shown in Fig. 13.32. It is seen that the overshooting of the first channel is reduced 

to 25%, in the second channel it is somewhat less, about 20%, the static error of each channel is small 

enough. 

 

 
 

Fig. 13.40. The best result obtained with Smith predictor 
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Fig. 13.41. The processes in the structure of Fig. 12.40, the first channel: overshooting is 25% 

 

 
 
Fig. 13.42. The processes in the structure of Fig. 13.40, second channel: overshooting is 20% 

 

Thus, the use of Smith predictor in combination with the proposed method of optimizing the 

regulator and the features of its structure gives a significant positive effect, consisting in achieving a 

small error with a small overshooting in the system for an object with an unfavorable combination of 

its model parameters. 

13.6. Numerical Optimization of the 
Regulator for an Object of Dimension 3 × 3 

Many publications have been devoted to the control of multi-channel objects. Numerical 

examples are given, which are most often limited to 2 × 2 dimensions, and the given statements are 

often extend to an arbitrary dimension N × N. It should be recognized that the “induction” of any 

statements on an arbitrary order requires the fulfillment of two conditions: a) it is necessary to show 

that for a certain value of N this assertion is true, b) it is also necessary to show that if this assertion 

is true for N, then it is also true for N + 1, where N is an arbitrary integer. If the second is not proved, 

the distribution of previously obtained results to higher-order results cannot be considered justified. 

In this regard, even if there are results for objects of dimension 2 × 2, no less urgent is the 

study of problems with higher dimensionality, in particular, 3 × 3. 

In addition, if in the transfer function of the object there are also links of pure delay along with 

the minimum-phase links, even for the 2 × 2 dimension the problem can not be solved by analytical 
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methods, but can be solved by numerical optimization in mathematical modeling (simulation). 

However, in this case, the increase in dimension increases the complexity of solving the problem in 

a square, that is, in the transition from N = 2 to N = 3, the complexity of the problem increases in 

proportion to the ratio of the squares, namely: in 9/4 = 2.25 times.  

In this case, even with the availability of powerful software and hardware, the minimization 

of the elements in the model becomes relevant. An important question is the validity of each element 

in the objective function and the validity of each element in the regulator. 

In this chapter, the validity and importance of each such element is determined by the method 

of numerical optimization in mathematical modeling using the example of a three-channel control of 

object that contains in each channel a minimum phase link and a delay link in series with it. 

Let discuss an object that has 3 inputs and 3 outputs, the elements of the matrix transfer 

function are third order filters with delay. An object can be described by a transfer function 

The transfer function of the object has the form:  
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It is necessary to find the transfer function of the serial regulator, which would provide control 

according to the traditional requirements. Namely: autonomous control in static mode (that is, zero 

static errors for each channel), whenever possible minimal dynamic errors (small influence of control 

signals on all side channels), as small as possible overshooting (no more than 20%, and if it is 

possible, not more than 5%). 

In general, the transfer function of the regulator can be described in the following form:  
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We can put these requirements into the objective function all in its entirety, that is, if at least 

one of these requirements is not met, then the objective function will increase dramatically. 

However, there is a simpler method, namely: the objective function can be constructed only 

on the basis of the integral of the sum of the error modules. 

In a more complex form, terms can be introduced into the objective function, which increase 

under the following conditions: a) the overshooting exceeds a certain threshold; b) the product of the 

error by its derivative exceeds zero or a certain small positive threshold; c) the integral of the above 

specified value exceeds a certain threshold, and so on. 

Earlier we proposed to introduce the “incorrect motion detector” (error growth detector), 

which calculates the integral of the positive part of the error product with its derivative. In the case 

of a multichannel object, it is necessary to take the integral of the sum of such products for each 

channel. When optimizing, we can use a comparison of the results with two cost functions: a) on the 

basis of the integral of the sum of the errors; b) on the same basis, but with the introduction of an 

incorrect motion detector.  

The simplest regulator is the diagonal regulator, which is matrix transfer function (13.12) with 

non-zero elements only in the main diagonal. If this is not enough, it will be necessary to introduce 

nonzero terms into all elements of this matrix transfer function. 

The easiest to control are objects in which the transfer functions in the main diagonal are 

greater than in the other elements. If this is not the case, but if this can be achieved by changing the 

numbering of the inputs or outputs, we recommend this. If this can not be achieved, we have to work 

with what is available. Therefore, examples of successful combinations of object parameters and 

unsuccessful combinations will be considered. 

We recommend using the VisSim, since this software is created specifically for simulating 

dynamic feedback systems and for optimizing the regulators for them, although this software is not 
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free from some drawbacks. 

Example 49. Let consider an object with a transfer function (13.11), where wij(s) = kij exp{-

τijs} / (aij s
2 + bijs + 1). Specific numerical values of the coefficients are given in Table 1. 

 

Table 1.  

The object model coefficients 

 

i j kij τij aij bij 

1 1 5 2 1 1 

1 2 3 1 1 2 

1 3 2 3 1 3 

2 1 4 1 2 4 

2 2 4 2 3 6 

2 3 2 2.5 2 8 

3 1 4 1.5 1 5 

3 2 3 1 2 3 

3 3 2 2 3 3 

 

It is required to find the regulator transfer function in the form (13.12). 

In order to solve the task, we create a system project in the VisSim, as shown in Fig. 12.43–

12.45. Since the circuit is too large, it is shown in separate fragments. During optimization, unite 

steps were applied to the input of the system, with the first input fed with zero delay, the second input 

with a delay of 40 s, the third input with a delay of 80 s. This makes the input signals linearly 

independent, which makes it possible to provide autonomous control with a regulator obtained during 

optimization. If this is not done, the result may not provide autonomy requirements. 

The obtained equation of the regulator has the form:  

=)(1 sWR  
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Figure 13.45 shows the obtained transient processes in a system with such a diagonal 

regulator. From these processes it is clear that in the second channel the process goes on the wrong 

side in the first third of the graph, namely: with the passage of time the output value is removed from 

the prescribed value.  
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Fig. 13.43. The structure of the diagonal PI regulator when trying to use only the proportional and 

integrating channels and use only the diagonal elements in the regulator matrix (part 1 is the regulator) 
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Fig. 13.44. The structure of the diagonal PI regulator when trying to use only the proportional and 

integrating channels and use with only the diagonal elements in the regulator matrix (part 2 is object) 
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Fig. 13.45. The structure of the diagonal PI regulator when trying to use only the proportional and 

integrating channels and use only the diagonal elements in the regulator matrix (part 3 is oscilloscopes 

with output signals: first, second and third channels) 

 

This behavior of the process is explained by the negative coefficient before the integral 

component of the regulator of the second channel, that is, the polynomial at the intersection of the 

second row and the second column. For a given object structure (all elements of the main diagonal 

are positive), the coefficient in the integrating path must be positive. 

Thus, the received regulator should be recognized as not corresponding to the task in view.  

Example 50. To control the same object, we introduce derivation into regulator. Then the 

regulator will be as shown in Fig. 13.46. The resulting transients are shown in Fig. 13.47. 
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Now there is no any wrong on statics fragment in any channel. But overshooting is great. The 

received regulator is described by the following transfer function: 
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Now all coefficients for integrators are positive. The static error in each channel is zero, which 

is expressed in the fact that all transient processes terminate with time on those values that are fed to 

the input of the system. The overshooting in the first channel reaches 150%. In the second channel, it 

is only slightly less – about 110%, in the third channel it reaches 60%. 

Thus, with the considered regulator, the problem as a whole is solved, but the overshooting is 

extremely large, so the result cannot be considered satisfactory either. 

 

 
 

Fig. 13.46. The diagonal PID regulator in accordance with Example 50 

 

Example 51. Let consider the same object, we will use a regulator which in the main diagonal 

of the matrix of the transfer function contains scalar PI regulators, and in its other elements it contains 

proportional regulators. In doing so, we will use the same cost function and the same input actions. 

Figure 13.48 shows the corresponding structure of the regulator, and Fig. 13.49 presents the results 

in the form of transient processes. The transfer function of the received regulator has the form: 
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Fig. 13.47. The results of optimizing the diagonal PID regulator of Example 50 

 

 
 

Fig. 13.48. Regulator of Example 51 
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The results are much better than in the previous examples, however, on the first channel the 

overshooting is still large, about 80%. Such a system may be acceptable for some applications, but in 

most cases such a large amount of overshooting still does not satisfy the requirements of the 

technological process. 

Example 52. Let consider the same object and the same regulator, but in doing so, we 

introduce error growth detector into the cost function. Only positive parts are taken from these 

products, which are summed up with integration, after which the result is added to the value function. 

Since the calculator of the value function already contains an integrator, we can confine ourselves to 

only one common integrator, and the summation is performed at its input. Figure 13.50 shows the 

corresponding structure for calculating the value function. A weighting factor of ten is used. 

 

 
 

Fig. 13.49. Results of optimization of the regulator in Example 51 
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Fig. 13.50. Structure for calculating the cost function, including error growth detector 

 

The received regulator has the following transfer function: 
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The resulting transients are shown in Fig. 13.51. Overshooting in the first channel now does 

not exceed 50%, and in other channels no more than 25%. 

We can use a different weighting factor, for example, equal to five. The resulting transient 

processes are shown in Fig. 13.52. It can be seen that the overshooting in the first channel increased 

to 60%. Therefore, this result is not better than the result with the regulator (6). 

We can also increase the weighting factor, for example, to twenty. The corresponding transient 

processes are shown in Fig. 13.53. The overshooting in the first channel dropped to 40%, but the 

duration of the transient processes increased greatly, they became tightened. Therefore, the result with 

the regulator by the relation (13.16) should be recognized as the best with such a predetermined 

forward structure among all obtained in this example and in the previous examples. 

Example 53. Let consider the same object and the same objective function as in Example 52, 

but we will use a regulator in which in the main diagonal the scalar PID regulators are contained, and 

the other elements of the matrix will be only proportional links. We also used weighting factors equal 

to five, ten and twenty. The resulting transient processes are shown in Fig. 13.54, 13.55 and 13.56, 

respectively. On the processes shown in Fig. 13.54, overshooting of the first channel is not more than 

40%, in other channels is much smaller. However, the processes are not too tight. On other graphs, 

the processes are not better; there is a tightening of transient processes. Therefore, it is suggested to 

prefer the result obtained with a weighting factor of five. 
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Fig. 13.51. The resulting transient processes from Example 52 
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Fig. 13.52. The resulting transient processes of Example 52 using a weighting factor equal to 5 
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Fig. 13.53. The resulting transient processes from Example 52 using a weighting factor equal to 20 

 

The received regulator is described by the following transfer function: 

𝑊𝑅4(𝑠) = 

=

[
 
 
 
 0.087 +

0.0787

𝑠
+ 0.059𝑠 −0.012 −0.0007

−0,117 0.3 +
0.156

𝑠
+ 0.24𝑠 −0.137

0.0016 −0.0414 0.199 +
0.064

𝑠
+ 0.095𝑠]

 
 
 
 

. (13.17)  

For comparison, Fig. 13.57 shows transient processes with the same regulator calculated using 

the zero coefficient for the motion detector. In this case, the overshooting in the first channel is 110%, 

which shows that even with the most complex structure of the regulator, the rejection of the error 

growth detector leads to the fact that the task is not so successfully solved. 
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Thus, it is shown that the use of the error growth detector was one of the key approaches 

necessary to solve the problem of design of regulator for controlling of the three-channel object. 

Other important principles of optimization are that the input effects must be linearly 

independent, the cost function includes the integral of the sum of the error modules and the most 

complex (and therefore most effective) PID regulators should be used in the main diagonal. In this 

case, only proportional regulators can be used in the non-main connections, and at the same time 

control can be obtained acceptable, namely: autonomous control is provided, zero static errors for 

each channel, overshoot does not exceed 40% in the worst case. 

Naturally, more complex regulators can give better results; however, the use of PID regulator 

in each channel would require optimization of twenty-seven coefficients, which exceeds the 

capabilities of the version of VisSim that we are using. 

However, if the conditions of the problem still require a reduction in overshooting, one of the 

following ways can be proposed. 

First, we can suggest using the latest version of VisSim or other software to optimize the 

required number of parameters. 

 
 

Fig. 13.54. The resulting transient processes of Example 53 using the weighting factor equal to 5 

 



 

199 
 

 
 

Fig. 13.55. The resulting transient processes of Example 53 using a weighting factor equal to 10 
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Fig. 13.56. The resulting transient processes of Example 53 using a weighting factor equal to 20 
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Fig. 13.57. The resulting transients in Example 53 when using a weighting factor equal to 0 for 

comparison 

Secondly, if the first option is not available, we can suggest using, for example, the method 

of frozen coefficients. Namely, after optimizing the largest possible number of parameters, a 

developer can fix them, and then optimize the next part of the parameters, then fix them, and then 

optimize the remaining parameters. After that, he can return to the first group of parameters and so 

on until an acceptable quality control will be obtained. 

Report content 

1. The task of control of multichannel object 

2. The statement of the problem and the solvability conditions 

3. Methods for solving the problem 

4. The efficiency of the completeness of a PID-regulator when controlling a multi-channel 



 

202 
 

object 

5. The idea of Smith multichannel predictor 

6. Numerical optimization of the regulator for an object of dimension 3 × 3 

13.7. Control Questions 

 

 What are the features of the formation of test signals when designing a controller by 

numerical optimization for a multi-channel object? 

  What are the features of the formation of the cost function when designing a 

multichannel controller by numerical optimization? 

  If the cost function includes the time from the beginning of the transition process, what 

additional changes need to be made to the cost function when optimizing a multi-channel 

controller? 

  If the matrix transfer function of an object is degenerate, what can be said about the 

possibility of controlling this object? 
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14. Comparison of the 
Effectiveness of Various 
Structures of Regulators for 
Controlling an Object of the 
Sixth Order 

 Keywords: structural design, comparison, decision making, numerical optimization. 
 
 This section solves the problem of choosing the best structure for the regulator. This task is 
called structural synthesis, in contrast to the calculation of coefficients, called parametric 
synthesis. 
  Despite the fact that the task of choosing a structure, it would seem, is not related to the 
task of calculating the parameters of this structure, this chapter shows the relationship of 
these tasks. One of them cannot be solved in isolation from the other, they can only be 
solved jointly. It is clear that parametric synthesis should be carried out after the end of 
structural synthesis, that is, the calculation of the coefficients should be done after the 
choice of structure. However, it is shown that these tasks cannot be solved in isolation from 
each other. To select a structure, it is necessary to compare several different structures, and 
in order to make a qualified conclusion about which structure is better, it is necessary to 
solve the problem of parametric optimization in the best way for each structure. This chapter 
explains this with examples. 

14.1. Statements of the Task of Comparison  
Effective control of various devices, such as robot mechanisms, vehicles, heating devices and 

so on, can be ensured with high accuracy only if negative feedback is used, in which the measured 

value of the output controlled value is compared with the set value, and the difference, called the 

control error, is used to correct the control action. Such systems are well known and widespread, and 

the main task in their design is to provide the required accuracy, static and dynamic. For this, it is 

very important to correctly calculate the controller (regulator), that is, calculate the required transfer 

function from the error calculation link to the input of the object. This is the task of theory of 

automatic control. Over the years, the task of calculating the regulator was solved mainly by analytical 

methods. These methods are applicable in a small part of objects; for complex objects, the application 

of these methods is either too complicated or impossible. In connection with the development of 

computer technology and mathematical methods of modeling and optimization, the practical value of 

analytical methods has decreased, since for most practical problems the use of numerical methods 

based on system modeling and numerical optimization of regulator coefficients has been more 

productive, its use is much simpler, and the result is better. 

The task of controlling of objects of the sixth and higher order takes place, for example, when 

controlling manipulators with several joints. 

Topic №14 
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The methodology for solving this problem can almost be reduced to a set of recommendations 

on the software used, target (cost) functions, controller structures, and other features of the steps 

taken. An example of a consistent presentation of such a technique can be found in publications [45–

52].  

Unfortunately, one can indicate examples even in the class of linear objects that cannot be 

solved by applying the developed and well-proven numerical optimization technique. In this case, the 

structure of the regulator should be changed, since numerical optimization involves only optimization 

of the coefficients of the regulator, and does not affect its structure. If the method of numerical 

optimization does not give a result, structural transformations are necessary, and they can be carried 

out only in relation to the controller, since there is no way to change the object. 

The most obvious structural transformation of the controller is the introduction of additional 

derivation if the dynamic error is large or the introduction of additional integration if the static error 

is large. Even if such transformations are not effective enough, more complex structural 

transformations of the regulator should be applied, which falls within the competence of the developer 

on the verge of art. 

Such additional transformations include the introduction of the Smith predictor, the bypass 

channel, local connections, and some other methods. In this paper, we discuss a problem that can only 

be solved by introducing local links, but since the object does not provide the possibility of obtaining 

the corresponding output signal, the use of pseudo-local links is proposed. The problem is solved by 

the method of numerical optimization during modeling in VisSim software. Verification of the 

proposed solutions to this problem is also carried out by modeling, while the robustness of the 

obtained solution is also investigated. 

14.2. Statements of the Problem 
Consider an object with a sixth-order transfer function, which is defined as the product of 

three second-order transfer functions in the following form: 
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The traditional transfer function of the regulator is as follows: 
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Such a regulator is called PID, because it contains proportional, integrating and derivation 

links connected in parallel. 

The description of the system is given by the following differential equations, which directly 

follow from the structure of this system: 

 

( ) ( ) ( )E s V s Y s= − ,      (14.3) 

( ) ( ) ( )oY s U s W s= ,      (14.4) 

( ) ( ) ( )RU s E s W s= .     (14.5) 

Here, capital letters denote Laplace transforms of time functions corresponding to control 

error e(t), task v(t), control signal u(t), and output quantity y(t). 

In particular, the error signal is converted into an image of this signal in accordance with the 

Laplace transform:  

( ) ( )
L

e t E s .      (14.6) 

It is required to find such coefficients of the controller (14.2) so that the system possesses the 

necessary accuracy and stability. This is checked by the type of transient processes, they should be 

without overshoot, without a large number of oscillations, and the error should tend to zero. 

If no coefficients of the controller (14.2) allow us to solve the problem, it is possible to modify 

this function of the controller (14.2) so that the task is solved. In this case, the resulting transfer 
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function must meet the requirement of physical realizability in the frequency range that is responsible 

for the stability and accuracy of the system. 

14.3. The Proposed Method for Solving the 
Problem 

The proposed method consists in using the previously developed modeling and optimization 

techniques using VisSim software, analyzing the result, and in the case of an unsatisfactory result, 

using the structural modification of the controller with repeated numerical optimization of its 

parameters. 

Fig. 14.1 shows a block diagram for modeling the system and optimizing the controller.  

 
Fig. 14.1. Block diagram for system simulation and controller optimization

Here, for optimization, the following cost function is used:  

=




0

1 |)(|)( tdtte .     (14.7) 

The reason for choosing this function is that the value of the integral from the error module is 

an indicator of insufficiently high accuracy of the system, and the use of time since the beginning of 

the transient process as a weight function to this module allows us to attribute the greater the weight 

of the current error, the more time has passed from the beginning of this process, which makes us 

accelerate the process of suppressing errors in the resulting system due to the corresponding best 

choice of controller coefficients. 

14.4. Intermediate Results 
The coefficients obtained by optimization are shown in the output windows of the display in 

Fig. 14.1 (bottom right), these are coefficients equal to 0.11327, 0.121462 and 0.529177. The 

transient graph is shown in Fig. 14.2.  
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Fig. 14.2. The transient process obtained by numerical optimization of the PID controller according to the 

scheme shown in Fig. 1 with cost function (14.7) 

This process is not good enough. Although the value of the output quantity tends to the 

prescribed value, which is equal to unity, that is, the error tends to zero, but the process has too many 

oscillations, their amplitude is too large, it amounts to 10% of the value of the input jump. To 

eliminate fluctuations, in most cases, adding an additional term, called the error growth detector, to 

the cost function works quite effectively. In this case, the new cost function has the following form: 

 

1 2( ) ( ) ( )   =  +  .      (14.8) 

Here the additional member is as follows:  
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In this case, the function under the integral is a lower limit at the zero level, which can be 

formally written as follows:  
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Fig. 14.3 shows a block diagram for modeling this system and optimizing the controller. The 

optimization results are also shown in the displays at the bottom left, the values of the coefficients 

are 0.110953, 0.119009 and 0.519043. 

The resulting transient process is shown in Fig. 14.4. This result is not significantly different 

from the previous one, that is, we can conclude that the modification of the cost function did not give 

any result. On this basis, we can conclude that this structure of the regulator has exhausted itself better 

than that shown in Fig. 14.4 and Fig. 14.2 to get the result with such a structure will not work. 

Therefore, a modification of the regulator is required. To this end, we introduce an additional 

channel into the controller that generates and uses a double derivation signal. The corresponding of 

project for modeling and optimization of a complicated controller is shown in Fig. 14.5. The 

optimization result is shown in the form of the obtained coefficients in the displays (kp=0.035736, 

ki=0.12273, kd=-0.18917), and the resulting transient process is shown in Fig. 14.6. 
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Fig. 14.3. The structural diagram for optimizing a system with the cost function (14.7) – (14.10) 

 

 
 

Fig. 14.4. Transient process in the system with a regulator calculated according to the structure shown in 

Fig. 14.3 
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Fig. 14.5. A modified system with a controller having double differentiation and the result of numerical 

optimization of this controller 

 
Fig. 14.6. The transient process obtained in the system according to Fig. 14.5 

As we can see, this technique also did not lead to the desired improvement in the transient 

process, all the shortcomings of the previously obtained solution were almost completely preserved. 
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14.5. The Proposed Modification of the Method 
for Solving the Problem and Results 

It is proposed to use local feedback. It would be most effective to cover with negative feedback one 

of two identical elements that make up the control object, for example, the second in a row. However, the 

object does not have outputs of the corresponding signals and inputs for additional control signals. 

Therefore, it is possible, firstly, to consider that the sequence of elements in this model is different, and the 

second element is in the first place, and the first element is included in second place. Then it would be 

enough to get a signal at the output of the element that comes first, and combine the input of this local 

feedback with the input of the object through a conventional signal adder. The inability to receive a signal 

directly from the middle of the object can be circumvented by using the model of this part of the transfer 

function of the object instead. In the actual implementation of the system, this signal can be obtained from 

the output of an electronic device simulating this element, or it can be calculated in a digital microcontroller 

that implements all the functions of the controller using well-known dynamic link modeling algorithms. In 

the structure for modeling in this case an additional link appears which is completely equivalent to the 

corresponding element of the object. The block diagram for modeling such a system and optimizing this 

controller is shown in Fig. 14.7.  

In this case, the PID regulator was initially used for local feedback without any theoretical 

justification, based on the assumption that if any regulator path is not needed, then its coefficient as a result 

of optimization will be negligible. It turned out that the integral link is really not needed, its coefficient was 

less than 10–9, so this link was excluded from the structure, the optimization procedure was repeated with 

PD controller (PID without integral link), and the result is almost identical. We call the connection pseudo-

local, since there is no actual local feedback, but according to the mathematical description, this solution is 

identical to the case as if local feedback took place. 

The obtained regulator coefficients are shown in the corresponding display windows in Fig. 14.7. 

The transient process in the resulting system is shown in Fig. 14.8. In this case, the line in the middle is the 

process in the resulting system and the line above and below are the processes obtained by increasing all 

the regulator coefficients by 5% and reducing all the coefficients by 5%, respectively.  
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Fig. 14.7. Block diagram for optimizing a pseudo-local feedback controller 

 

 
 

Fig. 14.8. Transient process in the system according to Fig. 14.6, the upper line corresponds to an increase in all 

coefficients by 5%, the lower line corresponds to a decrease in all coefficients by 5%  
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This shows that the system is not overly sensitive to changes in the coefficients of the regulator, that 

is, it can be called robust. In order to finally verify this, the simulation result when changing the average 

coefficient in the link model, which needs to be covered by pseudo-local feedback, changed by 25% in the 

direction of increase and decrease, the obtained transient processes are shown in Fig. 14.9. It is evident that 

in this case, the transient processes remain relatively acceptable; the resulting short-term overshoot does 

not exceed 4%. 

 

 
 
Fig. 14.9. Transient process with a change in the second coefficient of the model of the covered link by 25% up 

and down 

Note that a 25% change in the coefficient called the “time constant” is a too large change, which in 

practice means a very large error in identifying the mathematical model of the object. If the object is 

stationary, such an error is unlikely in practice. Therefore, in a real system, overshooting due to an 

insufficiently accurate model of this link will be even less than 4%. The overshoot shown in Fig. 8 is also 

an exaggerated result, since an error in the identification of the system gain or an error in the implementation 

of the regulator coefficient of 5% is too much exaggeration. But even if we accept these deviations, all the 

same, all the variants of the resulting transients in Fig. 8 and 9 are much better than the processes in Fig. 2, 

4 and 5. Thus, the task has been successfully solved. 

This chapter solves the problem of controlling a linear object of the sixth order, the parameters of 

which significantly impair the ability to successfully control this object. When trying to solve this problem 

using numerical optimization of the controller in the transition process, there are many oscillations of 

sufficiently large amplitude, their number is also large. Even the use of the most effective optimization 

criteria, including the use of the integral of the error modulus, multiplied by the time from the beginning of 

the transient process and the use of the composite optimality criterion obtained by adding a weighted output 

signal from the error growth detector to the specified criterion, does not allow to successfully solve the 

problem. The use of additional differentiation in this case also did not give a noticeable improvement. 

A solution to the problem by using pseudo-local feedback is proposed. Moreover, such a connection 

turned out to be most effective if it covers one of two identical links in the model of the object. This made 

it possible to provide a smoother attenuation of the frequency response of the object in the region where 

the action of these two links begins to affect. For pseudo-local communication, an additional PD controller 

(i.e. PID without integral link) turned out to be sufficient, the coefficients of which were also determined 

by the method of numerical optimization, in which case an integrating circuit was not required. The result 

of the calculation of such a composite controller corresponds to a high-quality control. In the resulting 

system, the speed is doubled, oscillations, which were about 10% in amplitude, are completely eliminated. 
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It is also shown that in the resulting system the robustness of the controller is ensured. This is confirmed 

by changing all the coefficients by 5% up and down, as well as by changing the time constant of the pseudo-

local loop element by 10% up and down. Changes in the transition process of the system in all these cases 

remain acceptable. 

Report content 

1. Statements of the task of comparison 

2. Statements of the problem 

3. The proposed method for solving the problem 

4. Intermediate results 

5. The proposed modification of the method for solving the problem and results 

14.6. Control Questions 

 

 For what purpose may a comparison of regulatory structures be required? 

  Is it possible to compare different structures without taking into account the mathematical 

model of the object? 

  Could it be that the structure of the regulator, which is the best for one object, is not the 

best for another object? 

  What needs to be done to compare two different regulator structures for the same control 

object? 

  Which structure, in your opinion, is more effective - PID or PI? 

  Is it possible to say that a PI controller is a special case of a PID controller? 

  If one structure is a special case of another more general structure, is it necessary to 

optimize regulators for both structures in order to make a decision on the choice of structure? 
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15. Calculation of the 
Parameters of the PID and PIDD 
Controller of a Discrete Object 
by the Method of Optimization 

 Keywords: digital control, discrete object, optimal control, numerical optimization. 
 
 This chapter discusses issues of managing an object with pronounced discreteness in time and (or) 
in level. If the discretization step is negligible, then discreteness is not a problem. If the sampling 
step is too large, precise control is problematic. If the sampling step is not negligibly small, but not 
too large, control is possible, and this discreteness must be taken into account when controlling. 
  This chapter discusses in detail the problems that may arise when controlling a discrete object, 
illustrative examples are given, which show the solution to these problems.  

15.1. About the Task 
The task of controlling an object within negative feedback loop is to calculate the mathematical 

model of the regulator (controller). If the object model is known, then there are more methods for solving 

this problem than in the case when the object model is not known or is known only approximately. For 

these cases, methods were developed relatively long time, based on some hypotheses that are only fair and 

far from always. Such methods are known as the Ziegler-Nichols (ZN), Cohen-Coon (CC) and Chien-

Hrones-Reswick (CHR) tuning methods and many others [52–61]. 

These methods are based on determining the type of response of an object to typical input signals 

of some parameters of its intended model, from which the controller coefficients are calculated. The last 

two stages, the calculation of the parameters of the object model and the calculation of the regulator 

coefficients for them, are combined into one general stage, the results of the first of these stages are not 

given in the final formulation of such methods. Therefore, such methods consist of three simple steps: 

a) applying a typical signal to the object's input, as a rule, a unit stepped jump; b) on the graph of the 

response of the object the definition of some characteristics of this graph; c) according to the found 

characteristics, the calculation of the coefficients of the regulator using the calculated ratios given in the 

table. Therefore, such methods are called tabular, the disadvantages of these methods are shown in [62]. 

The publication [63] argued that most of these methods are applicable not only for calculating regulators 

for continuous objects, but also for controlling discrete objects. This paper examines the validity of this 

statement and the comparison of the above methods with the method of numerical optimization in 

mathematical modeling of the system step by step using the VisSim software. 

15.2. The Problem Statement 
Consider the control object, which is described by a discrete transfer function. In many classes of 

problems, such an object is essentially a serial connection of a continuous object and a time discretization 

device. The same method solved the problem of modeling such an object in [62], with which one can agree. 

Topic №15 
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In [55], an example of an object is specified, the line part of which is described by the following 

transfer function: 

1

1
)(

1

22

2

33

3 +++
=

sTsTsT
sW .                   (15.1) 

The following numerical values of the coefficients are used here:  

8.11 =T , 5.22

2 =T , 5.03

3 =T .                   (15.2) 

This choice of parameters is based on the statement that the Ziegler-Nichols method can be applied 

only to a stable control object [10]. The response of such an object to a single step action is shown in Fig. 

15.1. This graph was obtained by modeling in the VisSim software; it is completely identical to the response 

obtained in [62] by the simulation method in the Matlab Simulink software. 

 

 
Fig. 15.1. Transient response of the object 

The transfer function of the PID controller has a generalized form: 

skskksW dipR /)( ++= ,                       (15.3) 

where the coefficients dip kkk ,,  shoul be found with any method.  

15.3. Analysis of the Known Solution 
Further, the paper [62] obtained the coefficients of the controller using the Ziegler-Nichols method. 

There can be no great confidence in this result due to the method of obtaining it. An additional reason for 

doubt is that the coefficient of the integrating link is negative. Such a system cannot fundamentally be stable 

with such a value of this coefficient, since this means that in the low-frequency region the feedback is 

positive. Apparently, this is a typo, since changing the sign of the indicated coefficient results in a transition 

process that coincides with that given in the paper [62]. 

Further the paper [62] said: “After calculating the parameters of the regulator by this method, its 

manual adjustment is required to improve the quality of regulation”. As a result of such an improvement, 

new values of the desired coefficients are given, the method for calculating these new values is not 

disclosed. Note that if the coefficient of the regulator found by any method is further corrected, the result 

is not the result of applying the specified method. On this basis, it can be argued that the title of work [62] 

is in some way inconsistent with its content, since the final result was not obtained by this method, but by 

other means that was not disclosed. Based on the conclusion to this paper it can be said that this is the 

method of trial and error with simulation. 

Next, the result obtained is checked for the presence of the robustness property. For this goal, each 

of the regulator's coefficients is reduced by 1%. With the new regulator, a new transient process in the 

system is calculated, based on its approximate identity, it is concluded that the resulting system is robust. 
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It is also difficult to agree with this statement, the preservation of the type of the transition process after 

changing the regulator's coefficients by 1% can serve as confirmation that the calculated regulator can be 

used, the result can be used with real approximate value. But the term robustness means something more, 

the system must remain satisfactory with a more significant change in the coefficients, and, for testing, the 

coefficients of the object model, but not the regulator, should be changed. In addition, a decrease in the 

coefficients of the regulator rarely violate the stability of the system. Changes made to do a large amount 

(in percent), in both directions (both reduce and increase) and do this with the coefficients of the object 

model. 

The conclusions of the paper [62] suggest that after calculating the parameters of the regulator, 

manual adjustment is required to improve the quality of regulation. This means that the calculation was not 

successful. It is also stated: “in practice, the Ziegler-Nichols method is most often used to generate initial 

approximations of parameters, which are then refined by optimization methods”. The optimization method 

does not need initial approximations of parameters; for this method, it is enough to set initial values 

arbitrarily, even coefficients are suitable for which the system is not stable, which often happens in practice. 

15.4. Problem Solving by Numerical 
Optimization 

We solve the problem by the method of numerical optimization using the VisSim software [63–67]. 

The project for modeling and optimization is shown in Fig. 15.2 

Here, the method of numerical optimization using the following objective function [11–15] is 

applied to calculate the controller coefficients: 
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Here, T is the process simulation time, f11(t) is the main core of the cost function, f12(t) is the error 

growth detection, which takes a zero value if the product of the error and its derivative is negative, and is 

equal to this product if it is positive; kw is a weighting factor. 

 

 
Fig.15.2. Project for modelling and optimization of the regulator for the object (15.1), (15.2) 
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Fig.15.3. The resulting transient processes for the system (15.1), (15.2), (15.3) 

The following factors of the regulator are obtained by the optimization method: 

565.0,97.0,72.7 === dip kkk . To study robustness, we change the coefficient of the object by 20% both 

upwards and downwards. Fig. 15.4 shows the resulting transient processes. 

 

 
 

Fig.15.4. Transient processes in the system when changing the discretization step by 20% in both directions 
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Fig. 15.5. Transient processes in the system when changing the discretization step by 10% in both directions 

 
Fig. 15.6. Transient processes in the system when the gain of the object changes by 10% in both directions 
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Fig. 15.7. Transient processes in the system when the first coefficient of the denominator of the transfer 

function of the object changes by 10% in both directions 

 
Fig. 15.8. Transient processes in the system when the second factor of the denominator of the transfer function 

of the object changes by 10% in both directions 
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Fig. 15.8. Transient processes in the system when the third factor of the denominator of the transfer function 

of the object changes by 10% in both directions 

15.5. Control of an Unstable Object 
The paper [10] said that the method under study can be applied only to a stable object. 

The method of numerical optimization of this condition that we are discussing does not require that 

it repeatedly expands the scope of its application in comparison with any method that requires the stability 

of an object. Let's show it by example. To do this, consider an unstable object, the model of which is 

obtained by changing the coefficients of the original object. For this, we will reduce the coefficient of the 

polynomial of the transfer function (15.1) by a factor of ten with the second power of the argument.  

8.11 =T , 2.02

2 =T , 5.03

3 =T .                (15.5) 

Fig. 15.10 shows the transient characteristic of the modified object (15.1), (15.5), it can be seen that 

the process is unstable, since with time the amplitude of the oscillations increases. For numerical 

optimization, this makes no difference. By running the same procedure, we obtain the optimization result, 

which is shown in Fig. 15.11. The resulting system makes many oscillations around the equilibrium state. 

These oscillations don’t fade out quickly enough, in addition, there is a significant overshoot of 35%. 

Therefore, to control such an object, we can recommend the introduction of an additional channel of double 

derivation.  
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Fig. 15.9. Transient response of an unstable object (1), (5) 

 
Fig. 15.10. Transient process in the system obtained by optimizing the PID controller of an unstable object 

(1), (5) 

 

15.6. Calculation of PIDD Regulator for the 
Unstable Object 

In the case of double derivation, there arises the difficulty of calculating the second derivative in an 

optimized loop when using the VisSim software. This complexity will arise in the actual implementation of 

the system, so this fact is not a drawback of the used software. To circumvent this complexity, we introduce 

first-order filter with the small time constant into this channel of additional derivation, the same filter is 

recommended to be used in a real system. Fig. 15.12 shows the structure for modeling and optimizing such 
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a system. Fig. 15.13 shows the resulting transient process. Optimization is successful only if the simulation 

time is taken large enough, in our example, it was T = 40 s. 

 

 
Fig. 15.11. Structure for modelling and optimizing the PID controller for the unstable object 

 
Fig. 15.12. The result of the optimization of the PID controller for the unstable object 

This chapter has shown that the Ziegler-Nichols method, as well as all other tabular methods, is not 

effective for the problem under discussion. The efficiency of the numerical optimization method using the 
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VisSim software is demonstrated under the condition that the best cost function is used as an optimality 

criterion. 

The possibility of calculating the controller for an unstable discrete object is investigated. Control 

using the PID controller was not effective enough, but with the use of the PIDD controller, the problem 

was effectively solved. Thus, the advantages of the numerical optimization method [63–67] and the 

inconsistency in comparison with the tabular methods, such as the Ziegler-Nichols method, in particular, 

are convincingly shown. 

 

Report content 

1. About the Task 

2. The problem statement 

3. Analysis of the known solution 

4. Problem solving by numerical optimization 

5. Control of an unstable object 

6. Calculation of PIDD regulator for the unstable object 

15.7. Control Questions 

 

 How does the discreteness of the object affect the quality of control of its output value? 

   What do you think has a worse effect on the ability to control the object - discreteness in 

time or discreteness in level? 

   When controlling a discrete object, what value function would you prefer to use? 
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Conclusion 
In this monograph, we consider methods for calculating of regulators for controlling linear and 

nonlinear objects. Since analytical methods are inapplicable in the case of nonlinear objects, and even in 

the case of linear objects of great complexity, for example, with elements of pure delay, numerical 

optimization methods are by now the only tools for solving these problems. The monograph consistently 

outlines the features of systems with negative feedback, gives criticism to table methods, arguments for 

preference of the VisSim program in front of other programs, such as MATLAB Simulink, Mathcad, etc. It 

also formulates the basic requirements for the system and the mathematical apparatus and gives the 

requirements for the physical feasibility of the model. The selection of the regulator structure is justified. 

The monograph also gives criticism to a direction focused on regulators with fractional integration or 

differentiation. Classification of directions of development of methods of synthesis of automatic control 

systems is given. The monograph proposes a new classification of adaptive and self-adjusting systems and 

formulates the difference is between them. It considers the problems of choosing of the method of 

integration, which is extremely important when implementing digital regulators in practice. It for the first 

time attracts the attention to the fact that the peculiarities of the operation of digital regulators depend on 

the method of calculating integrals and derivatives of functions obtained in digital readings, and this is 

correlated with the method of integration in numerical simulation and optimization. In have analyzed the 

reasons for the difference in the results of theoretical analysis, modeling and practice. It gives the 

recommendations to avoid such differences, which ensures that the basic properties of transient processes 

in the system coincide in the simulation and in the actual system. The requirements to the cost function and 

the methods of forming such functions from several terms are considered. 

The monograph has studied method of dividing of motions theoretically and confirmed it by 

modeling, including two of its modifications: the application of several drives and the combination of the 

advantages of different sensors, as well as the combination of these principles in one structure. The method 

of energy saving is proposed. It proposed a method based on the use of the error growth detector and a 

method for using the bypass channel, which is the development of the idea of the predictor Smith. 

It proposed and studied a method for providing robust control and a method for developing 

piecewise adaptive control systems. 

It also proposed methods of numerical optimization of multichannel regulators for controlling multi-

channel objects. It proposed and investigated the bypass channel method to this problem. It showed that the 

error growth detector makes it possible to provide better transient processes in the case of control of multi-

channel objects. 

The monograph solves the problems of control of objects prone to oscillations. It also solves the 

task of controlling of multichannel object with relatively high dimensionality, namely, 3 × 3. The 

considered methods are extremely effective for many control problems [23–43]. 

In this book, we do not describe the all aspects of the problem. The papers of the author published 

in the journal “Automatics & Software Engineery”, in the proceedings of international conferences and in 

other journals covers these issues [23–43]. 

This tutorial is the result of the fruitful and efficient work of the Novosibirsk State Technical 

University under the program called "SMARTCITY: Innovative Approach Towards a Master Program on 

Smart Cities Technologies" (which lasted from 15 November 2018 to 14 November 2021). Its guideline is 

the creation of a new generation of interdisciplinary engineers of information and communication 

technologies in the field of Smart Cities. The project complies with the principles of the Bologna process 

and aims to develop the European Higher Education Area. 
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