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Abstract: This paper proposes a modification to the model-free Reinforcement learning algo-
rithm Q-learning. It is implemented to train smart gift shopping-cart learning agents (SGSCLA). 
The aim of the modification is to empower the learning agent to reaching a goal by making ap-
propriate compromises only. That is the way in which the measure models and emotional models, 
represented as new agent memory matrixes are introduced. This models show how the user per-
ceives and evaluates the environment. The  Shopping Center is represented by a multigraph in 
which the nodes represent three groups of shops. The edges illustrate the connections between 
the shops; the primary (major) and the secondary (minor) paths between them and the emotions, 
evoked in the customer under consideration by a visit to a particular shop. The user can be see 
the route suggested by the virtual agent and the made compromises to the goal.The emotion 
types chosen for the purpose of the experiment are boredom, joy and worry. The environment 
model allow for exploring and predicting the change in the customer’s mood as he/she moves 
from one shop to another. 
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1. INTRODUCTION 

The task of smart gift shopping modeling and learning proves to be appropriate for 
the aims of the experiment as it allows for studying: people's social behavior; the way of 
building relationships between them; the processes of modeling emotional and motiva-
tional models; the application of the Theory of Mind; people’s emotions in relation to oth-
ers. Therefore the proposed modified algorithm has been applied to training smart gift 
shopping-cart learning agents (SGSCLA). Concrete implementation of the shopping 
agents can be running on each gift shopping cart in the shopping centers or on virtual or 
holographic displays. That’s why this task allows for building and exploring connections 
between computer science, robotics and psychology. 

Choosing and exchanging gifts can show what a person thinks of others, what is val-
uable, or what fun about it is. It can show how people build relationships between them-
selves [1] [2]. A number of publications [3] [4] discuss some of the therapeutic benefits of 
shopping. For example, when people shop, they might want to get prepared at mental 
level to starting something new. They naturally visualize how they use the products they 
view or purchase. By making small gifts to themselves, people can recharge with energy 
and can naturally reduce their anxiety and stress, [3] look at ways to tell if a shopping 
habit is becoming a problem. Therefore an intelligent system for smart gift shopping mod-
eling allows, on the one hand, for studying people’s social behavior. On the other hand, 
it allows for applying and improving the learning algorithms. In [5][6] smart shopping sys-
tem and smart shopping cart learning agents development are describe.  

This paper proposes a modification to the model-free Reinforcement learning algo-
rithm. It is implemented to train SGSCLA. The aim of the modification is to empower the 
learning agent to reaching a goal by making appropriate compromises. That is the way 
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the measure models and emotional models, represented as new agent memory matrixes 
are introduced. This models show how the user perceives and evaluates the environment. 

The learning process in the reinforcement learning algorithm is characterized by max-
imizing, reward signal to reach the goal [7][8]. Getting to the cash-points in the shopping 
center or getting back home after the shopping has been done can be set as such a goal 
in the considered example for training SGSCL agents. Thus the reward signal will guar-
antee the convergence of the algorithm. Additional abstract goals are set to manage the 
way of reaching the goal. For example: shopping therapy to be implemented by the end 
of the shopping; to recharge the customer with energy and happy emotions; the customer 
to rejoice a friend of his/hers by joint visiting his/her favorite shops; the customer to shop 
safely, following the prescriptions for limiting the infection with coronavirus, etc. Achieving 
these abstract goals requires construction and use of multiple models of how the user 
perceives the environment and what the user think about desires and preferences of oth-
ers. New rules are also being introduced for selecting a model and for selecting criteria 
for forming a gift shopping path.  

The SGSCL agents are trained as follow: measure models and emotional criteria are 
learnt and represented in the memory of the agent. The following models can be learnt, 
for example: emotional model according to the user's preferences; an emotional model 
according to what the customer thinks of his friend's preferences; model of major (busiest) 
and secondary (quiet detours) to the shops; motivational models according to Maslow's 
theory of human needs and motivation [9]. Then, all of the built models are used as par-
ticular complex criteria in order to make the Q-learning agent find the optimal path for gift 
shopping.  

If the goal cannot be reached by following the learnt criteria, the agent can compro-
mise appropriate criterion. The agent makes appropriate tradeoffs only in order to reach 
the goal. Agent can choose more in number and more acceptable compromises, rather 
than make fewer but unacceptable ones. 

In [8][9][10] the authors considering real-life problems that involve multiple objectives, 
that giving rise to a conflict of interests. They propose multi-objective reinforcement learn-
ing algorithms that provide one or more Pareto optimal balances of the problem’s original 
objectives. Single-policy techniques such as secularization functions can be provide to 
guide the search toward a particular compromise solution [10][11][12] or it might be ap-
propriate to provide a set of Pareto optimal compromise solutions to the decision maker, 
each comprising a different balance of objectives. Simultaneously learn a set of compro-
mise solutions is another idea [10][11][12]. In other words, criteria are to be set, charac-
terizing a goal, and solutions proposed that lead to a tradeoff goal, optimally balancing 
between the pre-set requirements.  

2. Q-LEARNING ALGORITHM MODIFICATION REALIZATION. USE OF CRITERIA 
MODEL REPRESENTED AS K MATRIX AND EMOTIONAL MODELS, PRESENTED 
AS EMOTIONAL MATRIX EUSER_FRIEND 

The task considered here is related to smart shopping realization. Besides, the goal 
is different every time. The shops and stands in the Shopping Center that customers want 
to reach are different. So not only reaching the goal is important in this task. The way of 
reaching it, together with the criteria, which a certain path meets, are of the same level of 
importance.  
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In order to make the Q-learning agent find the optimal sequence of lobbies or hallways 
by meeting specific criteria, the use of environment criteria model represented as K matrix 
and the emotional criteria models represented as Euser_friend matrix are introduced. 
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Fig. 1a and Fig. 1b: Multigraph in which the nodes represent three groups of shops. The edges illustrate 
the connections between the shops; the primary (major) and the secondary (minor) paths between them 
and the emotions, evoked in the customer under consideration by a visit to a particular shop.  The route 
suggested by the VLA is given too.  Fig. 1a: Three compromises are made: three secondary paths fol-
lowed. Fig. 1b: The route suggested by the VLA when the unacceptability of the decision to visit a shop 

marked in large checkerboard is mitigated. Fig. 1c: Emotional user-friend matrix Euser_friend. 

 
For the purposes of the experiment the Shopping Center is represented by a graph 

with 17 nodes and 36 edges between them as shown in “Figure 1a” and “Figure 1b”. 
Every shop in the considered Shopping Center is represented as a node. Every lobby or 
a hallway, connecting the shops, is represented by an edge. The busiest and most wanted 
to go through lobbies or hallways are marked in light gray “Figure 1a” and “Figure 1b” and 
have a measure of 1 in the K matrix. The secondary, distant, non-desired pathways are 
marked in dark gray “Figure 1a” and “Figure 1b” and have a measure of 2 in the K matrix. 

The shops are divided by random law into three groups. It is also randomly assumed 
that each group of shops creates a particular type of emotion in the customer under con-
sideration and the same or another type of emotion in his/her friend. The emotion types 
chosen for the purpose of the experiment are boredom, joy and worry. They are denoted 
in the Euser_friend matrix by the corresponding letters: b – for boredom; j – for joy; w – for 
worry “Figure 1c”. In the environment models presented by the graph, the shops from the 
three groups are marked in different colors and patterns, namely: black; white; and large 
checkerboard respectively “Figure 1a” and “Figure 1b”. 

Minus one (-1) is put in the matrix in a place where there is no connection between 
the number of a shop, set by a number of a row, and the number of a shop, given by a 
number of a column. 

Now, the VL agents are trained in two stages. In the first stage in addition to develop-
ing the criteria model represented as K matrix, emotional criteria models represented as 
Euser_friend matrix are learnt as well “Figure 1c”. As the name of the matrix  

//Euser_friend – emotional user-friend matrix 
public static string[,] q_emotion = new string[,]{ 
{ -1, bb, bb, bb, bb, bb, -1, -1,  -1, -1, -1, -1, -1, -1, -1, -1, -1 }, 
{  bb, -1, -1, bb, bb, -1, -1, -1,  -1, -1, -1, -1, -1, -1, -1, -1, -1 }, 
{  wj, -1, -1, -1, wj, wj, -1, -1,  -1, -1, -1, -1, -1, -1, -1, -1, -1 }, 
{  bb, bb, -1, -1, bb, -1, bb, bb, -1, -1, bb, -1, -1, -1, -1, -1, -1 }, 
{  jj,  jj,  jj,  jj, -1,  jj, -1,  jj,   jj, -1, -1, -1, -1, -1, -1, -1, -1 }, 
{  bb, -1, bb, -1, bb, -1, -1, -1, bb, bb, -1, -1, -1, -1, bb, -1, -1 }, 
{ -1, -1, -1,  jj, -1, -1, -1, -1,  -1, -1,  jj,  jj, -1, -1, -1, -1, -1 }, 
{ -1, -1, -1, wj, wj, -1, -1, -1, wj, -1, -1, wj, -1, -1, -1, -1, -1 }, 
{ -1, -1, -1, -1, jj, jj, -1, jj,  -1, jj, -1, -1,  jj,  jj, -1, -1, -1 }, 
{ -1, -1, -1, -1, -1, bb, -1, -1, bb, -1, -1, -1, -1, bb, bb, -1, -1 }, 
{ -1, -1, -1,  jj, -1, -1, jj, -1,  -1, -1, -1,  jj, -1, -1, -1,  jj, -1 }, 
{ -1, -1, -1, -1, -1, -1, wj, wj, -1, -1, wj, -1, wj, -1, -1, wj, -1 }, 
{ -1, -1, -1, -1, -1, -1, -1, -1, wj, -1, -1, wj, -1, wj, -1, wj, wj }, 
{ -1, -1, -1, -1, -1, -1, -1, -1,  jj,  jj, -1, -1, jj, -1, jj, -1, jj }, 
{ -1, -1, -1, -1, -1,  bb, -1, -1, -1, bb, -1, -1, -1, bb, -1, -1, bb }, 
{ -1, -1, -1, -1, -1, -1, -1, -1,  -1, -1, bb, bb, bb, -1, -1, -1, bb }, 
{ -1, -1, -1, -1, -1, -1, -1, -1,  -1, -1, -1, -1,  jj,  jj,  jj,  jj, -1 }}; 
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Euser_friend itself suggests, this matrix combines two emotional models. The first one con-
cerns the first of the considered customers, while the second concerns his/her friend. The 
aim for the VLA is to learn the types of emotions these customers experience when they 
visit the shops under consideration. 

In one and the same cell of the Euser_friend matrix, the type of emotion that the current 
shop triggers in the customer under consideration is first recorded and then, in that cell 
again, the type of emotion that the current shop triggers in the friend of his/hers is stored. 

For example, from the shop number 0 you can go to the shop number 1. The type of 
emotion, triggered by the shop 0 in the customer under consideration, as well and his/her 
friend, is boredom. Therefore, bb is written in the cell in row 0 and column 1 of the  
Euser_friend matrix “Figure 1c”. 

As an example again, from the shop number 2 you can go to the shop number 4. The 
emotion, caused by the shop number 2 in the customer under question is worry, while for 
his/her friend it is joy. Therefore, wj is written in row 2 and column 4 of the matrix Euser_friend 

“Figure 1c”. 
It can be summarized that both for the consumer and for his/her friend the shops 

marked in black cause boredom, and the shops, marked in white, cause joy. The shops, 
marked in large checker board, cause worry in our customer, and joy in his/her friend, 
“Figure 1a” and “Figure 1b”. 

It is interesting to note here that one can explore and predict the change in the cus-
tomer’s mood as he/she moves from one shop to another. For example, when switching 
from a white shop to a large checker board one, it is expected that the joyful mood will 
turn into worry. In contrast, when passing from a shop, marked in large checker board, to 
a shop, marked in white, the worry will disappear and will be replaced by joy and relief.  

For the purpose of the experiment, it is assumed that if the customer in question and 
his/her friend visit the store marked in large checker board together, then the customer 
will not feel worried, but instead joyful. It is accepted that the joy, experienced by his/her 
friend when visiting a shop marked in large checker board will reduce the worry of the 
customer under consideration and the joy will be conveyed to him. 

The goal is to offer a route from the shop number 0 to shop the number 15, which will 
bring the customer’s friend the greatest joy. The two customers shop together. It is also 
required to follow only major paths. Three compromises are allowed. Visiting a shop in 
large checker board or black is considered to be more unacceptable than following sec-
ondary paths. 

The route suggested by the VLA is given in “Figure 1a”. It is seen that it passes 
through four shops marked in white. Two primary and three secondary paths are used. 
Three compromises are made: three secondary paths followed.  

It means that more in number (three) more acceptable compromises have been made 
and less in number (no one) less acceptable ones. But visiting a shop, marked in large 
checker board, brings joy to the customer’s friend. And the purpose of the shopping was 
to please the friend of the customer’s as much as possible. It was supplementary ac-
cepted that when the two friends were shopping together, a visit to a large checker board 
-labeled store would not worry the customer in question. This mitigates the unacceptabil-
ity of the decision to visit a shop marked in large checker board. Therefor passes through 
two shops marked in white and through one shop marked in large checker board is ac-
ceptable too. In this case two primary and two secondary paths will be used and all com-
promises will be allowed three “Figure 1b”. 
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3. DISCUSSION AND CONCLUSION 

The paper describes a modification of the reinforcement learning algorithm. The agent 
find the optimal path to the goal by following criteria models including emotional repre-
sented as new matrixes. Additional abstract goals are set to manage the way of reaching 
the goal. The models of criteria are learnt and used for goal finding. If the goal cannot be 
reached by meeting the set criteria, the agent could just ignore a given criterion and find 
a compromise way. Experiments have been conducted, illustrating the performance of 
the modified algorithm. The agent can make only appropriate compromises in order to 
reach the set goal. This modification would be useful when developing complex social 
scenarios, negotiations. The aim of the modification is to empower the learning agents to: 
control the way of reaching a goal; better understand the customers; be able to justify 
their decisions. The modified algorithm has been applied to training smart gift shopping-
cart learning agents. This task allows for building and exploring connections between 
computer science, robotics and psychology. Empathy and Negotiations modeling are 
other appropriate tasks to be set for this modification of the reinforcement learning algo-
rithm. Negotiation requires understanding an opponent’s preferences [13][14][15]. The 
possibility to control the way of achieving a set goal allows for modeling both intelligent 
negotiation agents and distinct combination of negotiation tactics. Empathic agents can 
be seen as agents that can to place themselves into the position of another user’s or 
agent’s emotional situation and respond appropriately [15]. 
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