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Abstract. The learning process in the Q-learning algorithm is characterized by maximizing a 

single, numerical reward signal. However, there are tasks for which the requirements toward the 

way to reach a goal are complex. This paper proposes a modification to the Q-learning algorithm. 

In order to make the Q-learning agent find the optimal path to the goal by meeting particular 

complex criteria, the use of measures model (a model of environment criteria), represented as a 

new memory matrix, is introduced. If the goal cannot be reached by following the pre-set criteria, 

the learning agent can compromise a given criterion. The agent makes the least possible number 

of tradeoffs in order to reach the goal. If the criteria are arranged by their level of importance, 

then the agent can choose more in number and more acceptable compromises. The aim of the 

modification is to empower the learning agent to control the way of reaching a goal. The 

modified algorithm has been applied to training smart shopping-cart learning agents. The tests 

show improvement in their behaviour. 

Keywords: Intelligent system, Reinforcement learning, Smart shopping-cart learning agents 

1.  Introduction 

Q-learning is a model-free reinforcement learning algorithm [1][2][3]. The learning process is 

characterized by maximizing a single, numerical reward signal and by interaction with an unknown 

environment. The teacher does not point at the actions to be undertaken. Instead, the trainee has to find 

out those, leading to the greatest reward and then to try to realize them.  In the most interesting and 

challenging cases, not only the immediate reward could be taken into account when choosing an action, 

but also the further situations and the future rewards. 

There are very many ways to improve the reinforcement learning algorithms [4-8]. It is known, for 

example, that Imitation Learning is a way for their optimization.  [4][5][6]. In [7][8] the efforts of the 

authors are addressed to considering real-life problems that involve multiple objectives, often giving 

rise to a conflict of interests. The authors propose multi-objective reinforcement learning (MORL) 

algorithms that provide one or more Pareto optimal balances of the problem’s original objectives. In the 

case the decision maker’s preferences are clear and known a priori, single-policy techniques such as 

secularization functions can be employed to guide the search toward a particular compromise solution 

[7]. In case the preference of the decision maker is unclear before the optimization process takes place, 
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it might be appropriate to provide a set of Pareto optimal compromise solutions to the decision maker, 

each comprising a different balance of objectives [7]. A more advanced idea is to simultaneously learn 

a set of compromise solutions [7]. In other words, criteria are to be set, characterizing a goal, and 

solutions proposed that lead to another tradeoff goal, optimally balancing between the pre-set 

requirements.  

This paper considers objectives, for which the requirements toward the way of reaching a goal are 

far too complex to be described by a single, numerical reward criterion. In order to make the Q-learning 

agent find the optimal path by meeting specific complex criteria, the measures model (a model of 

environmental criteria), represented as a new memory matrix, is introduced. When it is impossible to 

reach the goal by following the given criteria, then the agent arrives at compromising a criterion.  One 

option for the agent in the proposed algorithm modification is to make the least possible number of 

compromise solutions in order to reach the goal. This option has been studied in the present paper. There 

is another option suitable for the case when there are a lot of requirements toward the way of reaching 

the goal. The criteria can be arranged by their level of importance then. In such a situation the agent can 

make more in number and more acceptable tradeoffs.  The aim of the proposed modification to the Q-

learning algorithm is to empower the agent to control the way of reaching a given goal.  

An intelligent system for smart shopping modeling allows for applying and improving the learning 

algorithms. Therefore the proposed algorithm is implemented to training Smart Shopping Cart Learning 

Agents (SSCLA). The design of the appropriate intelligent system for smart shopping is described in 

[9]. The proposed prototype of the system incorporates SSCLA, beacon-based technology, holographic 

technology, picture exchange communication system, text-to-speech and speech recognizing 

technology, face recognizing and machine learning techniques. It is envisaged that concrete 

implementation of the shopping agents will be running on each shopping cart in the shopping centers or 

on holographic displays [10][11]. The design of the smart shopping cart can be different [10][12]. The 

k-d decision tree, the best identification tree, and the reinforcement-learning algorithm are used for 

training the agents. The performance measures, to which both the intelligent system for smart shopping 

and the shopping agents aspire, include: getting to the correct shop in the shopping mall; getting to the 

new promotion in the shopping mall; minimizing the path when going through the shops from the 

shopping list; maximizing passenger comfort; maximizing purchases; and enabling people with different 

communication possibilities to navigate and shop in the big shopping centers [9-11]. 

 The studies show improvement in SSCLA behavior in result of applying the proposed modified Q-

learning algorithm.  

The rest of the paper is structured as it follows: in Section II the realization of a Goal-Based 

Reinforcement Learning Agent is described; in Section III the Q-learning algorithm modification 

realization is explained; a survey of the performance of the Q-learning algorithm with an introduced 

measures model (a model of environmental criteria), presented as memory Matrix K is presented in 

Section IV; the section  for discussion and future work is Section V; in the VI-th Section a number of 

conclusions are drawn.    

2.  Goal-Based Learning Agent 

All reinforcement learning agents have explicit goals, can sense aspects in their environment and choose 

actions to influence it accordingly. The agent is realized by a program, matching the way the agent 

perceives reality and the actions it undertakes.  

A reinforcement learning algorithms is used for the Goal-based learning agent in [10][11]. The agent 

receives the shopping list from the customer (this is what the agent perceives) and informs the customer 

about the sequence of shops he/she can visit in order to buy all the goods needed (these are the actions 

the agent undertakes). The shortest possible route is suggested, in accordance with the particular 

shopping list.  

Since the goal is to visit all the shops from the shopping list, the particular shopping list can be 

regarded as a plan or a sequence of goals to achieve in order to fulfill the task completely.  
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The environment model is a graph (Figure 2) of the different environment conditions. The nodes in 

the graph are the shops in the exemplary shopping mall. The edges point at the shops, between which 

there is a transition. Then, this graph is presented by a reward matrix (Figure 1). The number of rows 

and columns in this matrix is equal to the number of shops in the mall. Zero is put in the matrix in a 

place where there is a connection between the number of a shop, set by a number of a row, and the 

number of a shop, given by a number of a column. Values of -1 are placed in the other positions of the 

reward matrix. The rewards model is needed to set a goal for the agent.  Reaching every shop from the 

customer’s shopping list is such a goal. Since the agent is a goal-based one, its behavior can be changed 

by just setting a new goal, changing the rewards model [1].  A reward is only given when the agent gets 

to a particular shop.  

The agent’s memory is modeled by presenting it with the help of an M-matrix (Memory of the agent). 

The rows in the M-matrix represent the current location of the customer, while the columns are the 

shops, where he/she can go. It is assumed at the beginning that the agent does not have any knowledge 

and therefore all elements in the M-matrix are zeros.  

The rule for calculating the current location of the customer at the moment of choosing the next shop 

to visit is as it follows: M (current location of the customer, chosen shop to visit next) = R(current 

location of the customer, next shop) + ϒ. Max[М(next shop, all possible shops where the customer could 

go from the next shop)]. 

The following is taken into account in the above formula: The immediate reward, obtained when 

the customer decides from the current location to go to a next shop: R(current position, chosen shop to 

go next);  the biggest possible future reward - this is the biggest reward, chosen from among all rewards, 

which would have been obtained when the customer goes out of the next shop and enters any possible 

other shop: Max[М(next shop, all the shops where it is possible to go from the next shop)]. The value 

of the learning parameter ϒ defines the extent, to which the agent will take into account the value of the 

future reward. The value of the learning parameter ϒ is within 0 to 1 (0 ≤ϒ< 1). If ϒ is closer to zero, 

then the agent will prefer to consider only the immediate reward. Experiments have shown that in this 

case it is impossible to teach the agent to achieve the goal. If ϒ is closer to one, then the agent will 

consider the future reward to a greater extent. This is the better option for successful training of the 

agent. The value of the learning parameter was experimentally chosen to be ϒ=0.8 [11]. One of all shops 

is chosen, where it is possible to go from the current position. The shop, to which the customer would 

go next is considered. For this next position now all the shops, to which it is possible to go further are 

considered. The value of the highest reward is taken. The next position is then set as a current one.  

3.  Q-learning algorithm modification realization 

The task considered here is related to smart shopping realization and it does not allow a teacher to show 

how to reach the goal in order to achieve better results. Therefore Imitation Learning cannot be applied 

because of the availability of lots of ways for achieving a particular goal. Besides, the goal is different 

every time. The shops and stands in the Shopping Center that customers want to reach are different. 

Some of them look for promotional goods; others need artwork. Some customers use the shopping 

process as a therapy and want to reach the most frequently visited shops and go through the busiest 

lobbies and hallways; others want to avoid the crowded zones. So it is important in this task not only to 

reach the goal. The way of reaching it, together with the criteria, which a certain path meets, are of the 

same level of importance.  

In order to make the Q-learning agent find the optimal sequence of lobbies or hallways by meeting 

specific criteria, the use of measures model represented as memory K matrix is introduced.  

For the purposes of the experiment the Shopping Center is represented by a graph with 17 nodes and 

36 edges between them as shown in Figure 2. Every shop in the considered Shopping Center is 

represented as a node. Every lobby or a hallway, connecting the shops, is represented by an edge. The 

busiest and most wanted to go through lobbies or hallways are marked in orange (Figure 2) and have a 

measure of 1 in the K matrix (Figure 1). The secondary, distant, non-desired pathways are marked in 

blue (Figure 2) and have a measure of 2 in the K matrix (Figure 1). The measures model presented by 
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the K matrix K is similar to the environment reward model, presented by the R matrix (Figure 1). The 

values of a given criterion, to which each edge in the graph corresponds, are kept in the K matrix. Minus 

one (-1) in the R matrix and in the K matrix says that there is no edge in this place of the graph. The 

learning algorithm is changed now. The agent has to go only through those edges in the graph, which 

have a specific measure value in the K matrix. In other words, an edge to a given node could exist 

according to the reward model, but this edge should have a precisely defined measure value in the K 

matrix as well. It means that some nodes remain inaccessible to the agent because the edges that lead to 

them do not meet the specified criteria in the K matrix. 

In some cases it may be found that there is no path to a goal that meets the pre-set criteria. Then the 

maximum number of compromises the agent can make by selecting edges that have a different measure 

value from the required one, is set. The rule allows compromises that are less than or equal to (<=) the 

maximum pre-set number of tradeoffs. As a result, the agent finds the optimal path by making the least 

number of compromise solutions. When the maximum number of compromises is made but the 

goal is not reached yet, the agent moves on to searching for another way to reach it. 
The software implementation introduces the measures model presented by the K matrix and changes 

the source code of the function, determining all those possible shops, where the customer could decide 

to go from the next visited shop. The rule for calculating the current location of the customer at the 

moment when he/she chooses the next shop to visit does not change.  

4.  A survey of the Q-learning algorithm performance with an introduced measures model (a 

model of environment criteria), presented as memory Matrix K 

The experiment is conducted in the following way: the goal to reach node 15 in the graph is set in front 

of the agent (Figure 2); a reward of 100 for going through the edge, connecting nodes 11 and 15 is 

announced as well in the reward matrix R (Figure 1). The other edges have zero reward points (Figure 

1). The black dot line denotes the optimal found path from node 0 to node 15.  

First stage. The specific measure values in the K matrix are not used. The desired sequence of edges 

to reaching the goal is defined based on the rewards model. The optimal found path from node 0 to the 

goal is given in Figure 3.  It can be seen that the path goes through edges with a different value of the 

criterion, set in the K matrix. 

Second stage. The agent is required to reach the goal by going only through edges with a measure 

value of 1. The optimal found path from node 0 to the goal is given in Figure 4. As it can be seen, the 

path goes only through edges with a measure value of 1 for the criterion, set in the K matrix.   

Third stage. The agent has to reach the goal by going only through edges, having a measure value 

of 2. The optimal path for this case, starting from node 0 and reaching the goal, is shown in Figure 5, 

from which it becomes clear that the path goes only through edges with a measure value of 2 for the 

criterion, set in the K matrix.  

In the example under consideration, there are primary and secondary paths that connect all locations 

in the exemplary Shopping Center. There might be a situation, in which a primary or a secondary path 

to a given place is missing. Then the algorithm can be modified by allowing the agent to go through a 

certain number of edges, which do not correspond to the value of the criterion “measure” in the K matrix. 
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Figure 1. Reward matrix R and Measure matrix K. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. A Shopping Centre with 17 shops 

and 36 lobbies or hallways between them, 

presented by an undirected graph. 

Figure 3. Optimal path from node 0 to 

node 15. Requirement for measure value 

not set.  

Figure 4. Optimal path from node 0 to node 15. 

Requirement for measure value: equal to 1. 

 

Figure 5. Optimal path from node 0 to 

node 15. Requirement for measure 

value: equal to 2. 

//R - reward matrix 
public static int [,] R = new int[,] { 

{ -1,  0,  0,  0,  0,  0, -1, -1,  -1, -1, -1, -1, -1, -1, -1, -1, -1 }, 

{  0, -1,  -1, 0,  0, -1, -1, -1,  -1, -1, -1, -1, -1, -1, -1, -1, -1 }, 
{  0, -1, -1, -1,  0,  0, -1, -1,  -1, -1, -1, -1, -1, -1, -1, -1, -1 }, 

{  0,  0, -1, -1,  0, -1,  0,  0,  -1, -1, 0, -1, -1, -1, -1, -1, -1 }, 

{  0,  0,  0,  0, -1,  0, -1,  0,   0, -1, -1, -1, -1, -1, -1, -1, -1 }, 
{  0, -1,  0, -1,  0, -1, -1, -1,   0,  0, -1, -1, -1, -1,  0, -1, -1 }, 

{ -1, -1, -1,  0, -1, -1, -1, -1,  -1, -1,  0,  0, -1, -1, -1, -1, -1 }, 

{ -1, -1, -1,  0,  0, -1, -1, -1,   0, -1, -1,  0, -1, -1, -1, -1, -1 }, 
{ -1, -1, -1, -1,  0,  0, -1,  0,  -1,  0, -1, -1,  0,  0, -1, -1, -1 }, 

{ -1, -1, -1, -1, -1,  0, -1, -1,   0, -1, -1, -1, -1,  0,  0, -1, -1 }, 

{ -1, -1, -1,  0, -1, -1,  0, -1,  -1, -1, -1,  0, -1, -1, -1, 0, -1 }, 
{ -1, -1, -1, -1, -1, -1,  0,  0,  -1, -1,  0, -1,  0, -1, -1,  100, -1 }, 

{ -1, -1, -1, -1, -1, -1, -1, -1,   0, -1, -1,  0, -1,  0, -1,  0,  0 }, 

{ -1, -1, -1, -1, -1, -1, -1, -1,   0,  0, -1, -1,  0, -1,  0, -1,  0 }, 
{ -1, -1, -1, -1, -1,  0, -1, -1,  -1,  0, -1, -1, -1,  0, -1, -1,  0 }, 

{ -1, -1, -1, -1, -1, -1, -1, -1,  -1, -1,  0,  0,  0, -1, -1, -1,  0 }, 

{ -1, -1, -1, -1, -1, -1, -1, -1,  -1, -1, -1, -1,  0,  0,  0,  0, -1 }}; 

 

 

 

 

 

 

 

 

 

 

//K- measure matrix 

public static int[,] K = new int[,] { 
{ -1,  2,  2,  2,  1,  2, -1, -1,  -1, -1, -1, -1, -1, -1, -1, -1, -1 }, 

{  2, -1,  -1, 2,  1, -1, -1, -1,  -1, -1, -1, -1, -1, -1, -1, -1, -1 }, 

{  2, -1, -1, -1,  1,  2, -1, -1,  -1, -1, -1, -1, -1, -1, -1, -1, -1 }, 
{  2,  2, -1, -1,  1, -1,  2,  2,  -1, -1,  2, -1, -1, -1, -1, -1, -1 }, 

{  1,  1,  1,  1, -1,  2, -1,  1,   1, -1, -1, -1, -1, -1, -1, -1, -1 }, 

{  2, -1,  2, -1,  2, -1, -1, -1,   1,  2, -1, -1, -1, -1,  2, -1, -1 }, 
{ -1, -1, -1,  2, -1, -1, -1, -1,  -1, -1,  2,  1, -1, -1, -1, -1, -1 }, 

{ -1, -1, -1,  2,  1, -1, -1, -1,   1, -1, -1,  1, -1, -1, -1, -1, -1 }, 

{ -1, -1, -1, -1,  1,  1, -1,  1,  -1,  2, -1, -1,  1,  1, -1, -1, -1 }, 
{ -1, -1, -1, -1, -1,  2, -1, -1,   2, -1, -1, -1, -1,  1,  1, -1, -1 }, 

{ -1, -1, -1,  2, -1, -1,  2, -1,  -1, -1, -1,  1, -1, -1, -1,  2, -1 }, 

{ -1, -1, -1, -1, -1, -1,  1,  1,  -1, -1,  1, -1,  1, -1, -1,  2, -1 }, 

{ -1, -1, -1, -1, -1, -1, -1, -1,   1, -1, -1,  1, -1,  1, -1,  1,  2 }, 

{ -1, -1, -1, -1, -1, -1, -1, -1,   1,  1, -1, -1,  1, -1,  2, -1,  1 }, 

{ -1, -1, -1, -1, -1,  2, -1, -1,  -1,  1, -1, -1, -1,  2, -1, -1,  2 }, 
{ -1, -1, -1, -1, -1, -1, -1, -1,  -1, -1,  2,  2,  1, -1, -1, -1,  2 }, 

{ -1, -1, -1, -1, -1, -1, -1, -1,  -1, -1, -1, -1,  2,  1,  2,  2, -1 }}; 
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Forth stage. 

For the purposes of the next stages of the experiment the measure values modification of the graph edges 

is made (Figure 6). There is no path from node 0 to node 15, going only through edges with a measure 

value of 1 for the criterion, set in the K matrix.  

 

Fifth stage. The agent has to reach the goal by going only through edges, having a measure value of 1. 

Two tradeoffs at the maximum are allowed, i.e., to achieve the goal the agent can choose two edges at 

the maximum, having  a measure value of 2 as set in the K matrix. Fig.7 shows the found path. It can be 

seen that the agent has made exactly two tradeoffs on his way to the goal.   

 

 

 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. An optimal main path from the start node 

0 to the end node 15 is sought, with a maximum of 

two compromises allowed. It is seen that the agent 

has chosen an edge with measure value 2 set in the 

K matrix twice.  

 

Figure 6. A Shopping Centre with 17 shops 

and 36 lobbies or hallways between them, 

presented by an undirected graph. Measure 

value modification of the graph edges is 

made.  

Figure 8.   An optimal main path from the 

start node 0 to the end node 15 is sought, 

with a maximum of four compromises 

allowed. It is seen that the agent has chosen 

an edge with measure value 2 set in the K 

matrix twice. The agent finds the optimal 

path to the goal by making only three 

compromise solutions. 

Figure 9.   An optimal secondary path from the 

start node 0 to the end node 15 is sought. No 

compromises allowed (not allowed to go along 

main paths to reach the goal). The found path is 

shown.    
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Sixth stage. The agent has to reach the goal by going only through edges, having a measure value of 1. 

Four tradeoffs are allowed at the maximum, i.e., the agent can choose only four edges with a measure 

value of 2 set in the K matrix to reach the goal. Fig. 8 shows that the agent chooses the same optimal 

path to the goal as in Fig. 3. Three compromise solutions have only been made to reach the goal, meaning 

that the agent has made no unnecessary compromise solutions.  

Seventh stage. The agent has to reach the goal by going only through edges, having a measure value of 

2. No compromises allowed.  The optimal secondary path, found by the agent, is given in Figure 9. 

5.  Discussion and future work 

Many problems remain to be solved. In the first place, the work on the development of the 

Reinforcement learning algorithm will continue.   

There are several options when setting requirements for reaching a goal. If possible, the agent will 

find the optimal path to the goal by meeting all the criteria simultaneously. However, there may not be 

a path, meeting all the criteria. In addition, some compromises may be more acceptable than others. 

One of the solutions is to require from the agent to reach the goal by making as few compromises as 

possible. Another solution is to allow the agent to choose the compromises to make. If they are graded, 

the agent can be required to choose to make more in number and more acceptable compromise solutions 

rather than make fewer but unacceptable ones. These options for modification of the training algorithm 

under consideration will be useful in more complex social scenarios implementation.  

An advantage of the proposed modification of the Q-learning algorithm is that it allows the agent to 

give explanation of the reasons behind the choice of a given path to a goal. In addition, the proposed 

modification allows to introduce various criteria for choosing a particular path. If the criteria from 

Maslow’s theory of personality motivation are used, a model of a system of values could be developed 

using different scenarios. 

Opportunities for modeling the training agent's value system will be looked for; efforts will be put to 

modeling a system for generating explanations by the learning agent. Using a holographic computer, it 

is possible to model and visualize a virtual advertising agent. It is assumed that the communication with 

such an agent will be engaging and helpful to customers. As mentioned in [11], there is a lot of interest 

in modeling a robotic shopping cart to follow the consumer. Efforts will therefore be made to this end. 

For example, it is important to combine and share intelligent behaviors such as: wander behavior; path 

following; collision avoidance; obstacle and wall avoidance; patrol between a set of points; flee 

behavior. 

6.  Conclusion 

The paper describes a modification of the Q-learning algorithm. In order to make the-Q learning agent 

find the optimal path to the goal by following specific complex criteria, the use of measures model (a 

model of environment criteria), represented as a new memory matrix, is introduced. If the goal cannot 

be reached by meeting the set criteria, the agent could just ignore a given criterion and make a 

compromise solution. In this case, the agent is required to make as few compromises as possible in order 

to reach the set goal. Experiments have been conducted, illustrating the performance of the modified 

algorithm. If having the criteria graded by importance, the agent can make more in number and more 

acceptable compromise choices. This would be useful when developing complex social scenarios. The 

aim of the modification is to empower the learning agents to: control the way of reaching a goal; better 

understand the customers; be able to justify their decisions. The modified algorithm has been applied to 

training smart shopping-cart learning agents. The studies show improvement in their behavior.  
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