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Abstract – Nowadays, the new technologies especially 5G are 

paving the way of innovative solutions for communication 

between humans. One very new technology is holoportation, but 

it also presents a lot of challenges in terms of digital data 

gathering and transmission. Human motion prediction methods 

will offer one of the solutions for real time communication in the 

holoportation context. We present a conceptual model of 

holoportation architecture for real time communication based on 

highly accurate 3D modelling of the human face and body, 

recognition and prediction of human actions and facial 

expressions to achieve realistic communications. Designed this 

way the proposed conceptual model of the holoportation system 

addresses the challenges from the information transmission 

aspect where real time constraints and narrowband channels are 

imposed. 
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I. INTRODUCTION 

The way people see the world and interact between 

themselves is changing; 5G and other new technologies are 

paving the way of innovative solutions for real time life like 

long distance communication between humans. Without doubt 

video communication tools such as Skype and FaceTime are 

useful for many applications and tasks. However, text, 2D 
image and voice are not enough of a satisfying alternative to 

the personal interaction because the real eye contact is 

missing, touch is not possible between interlocutors and there 

is a limited feeling of presence (sharing the same space) [1]. 

These facts bring a sense of incompleteness and 

dissatisfaction from the communication process to the user. So 

how the ever evolving technology will help? 

Currently in their infancy, augmented reality (AR), mixed 

reality (MR) and virtual reality (VR) technologies offer great 

potential to include all five human senses in the 

communication process to make it more meaningful for all 

participants. These technologies are already changing the way 
people interact between each other and with the machines and 

eventually will radically restructure the work process and the 

way of living. They will make it easier and more effective for 

executives, teachers, technologists, people with different 

professions to communicate in a more natural way anywhere 
around the globe, with all the advantages of physical presence 

but without the limitations of the current 2D video 

communication systems.  

One of the new technologies that can enhance the current 

state of the 2D communication is holoportation. Holoportation 

is a complete human-computer-machine interface combining 

AR and VR telepresence thus creating real-life digital scans 

and realistic 3D avatars of subjects, displayed in MR 

environment, used for real time communication and 

interaction between remote users [2]. Holoportation can 

incorporate all five senses - optic, auditory, olfactory, 

gustatory, and tactile. This technology opens the door to new 
heights of interpersonal communication, but it also presents a 

lot of challenges in terms of digital data gathering and 

transmission. 

In this paper we present a schematic model of a 

holoportation architecture addressing real time 

communication needs, based on highly accurate 3D modelling 

of the human face and body, recognition and prediction of 

human actions. We will concentrate our efforts to present and 

review the most current methods for human action prediction 

– a vital step for the real time holoportation process. 

The rest of the paper is organized as follows: the next 
section presents the current state of the art of immersive 

telepresence systems. In section III the key features/building 

blocks of the proposed holoportation system will be described 

with accent to the human action prediction step. The final 

section draws the conclusion and suggest the scope of future 

work. 

II. CURRENT TELEPRESENCE SYSTEMS 

In the last couple of years many research groups approached 

in different ways the above noted challenges with system 

developments for different use case scenarios and contributed 
to the advancing field of telepresence research. With the 

increased availability and sophistication of consumer RGB-D 

sensors and VR/AR glasses, there is currently an exponential 

emergence of 3D telepresence systems.  

One of the most comprehensive reviews and classification 

of the current state of the immersive telepresence is done in 

[3]. The author presents an "Immersive Group-to-Group 

Telepresence" system by implementing a 3D capture and 

reconstruction pipeline which generates and distributes 

realistic 3D user representations in real time. One of the 

functionalities of the systems is the use of two large multi-

user projection displays which offer individual stereoscopic 
perspectives for up to six co-located users. The distributed VR 
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framework delivers gaze tracking and eye contact between 

participants. It suffers from fairly coarse user’s representation 

due to the low resolutions of the utilized RGB-D sensors. The 

framework was tested over a local area network so no data for 

more remote connection is yet available. 

One of the very recent papers describes a low-cost, low-

bandwidth telepresence system capable of rendering people 

and objects in 3D through data fusion and reconstruction 

without the use of head-mounted displays or any other 
wearable devices [4]. The visualization is done on a 

quadrangular acrylic pyramid by projecting the images using a 

video projector. This approach albeit requiring low bandwidth 

suffers from a serious resolution decrease from 1920 × 1080 

to 640 × 480 with limited size holographic display and no 

high fidelity audio transmission and synchronization. 

SLAMCast [5] is a very promising multi-client real time 

telepresence framework for remote collaboration which 

enables efficient remote exploration of quasi-static scenes by 

multiple independent users while at the same time being able 

to observe the other user’s interactions with the environment. 

An oriented towards interpersonal communication cost-
effective telepresence framework based on 3D data streaming 

and real time 3D reconstruction is described in [6]. The 

authors use skeleton data extracted from the depth sensors to 

animate a 3D human model including rigging the face to 

express facial expressions. The initial experimental setup 

show encouraging results to accomplish real time shared 

person space but no latency information or compensation of 

data loss is supplied; the sensors used do not allow 

transferring complex hand movements and multi-user real 

time telepresence is not assured. 

AVATAREX [7] follows the principles of MR and 
connects users that are simultaneously occupying the same 

space in the real world and its virtual replica. This framework 

deals with the idea of how users experience the co-presence in 

AR and VR. VR users share the same gaming area, but they 

are physically in another room than the AR users. Even 

though AVATAREX covers both aspects of shared space it 

does not currently deal with distance communication so data 

transfer and latency are not considered in this research. 

Many more research papers on the topic of immersive 

telepresence including different senses can be cited but there 

is no universal solution. The proposed approaches’ success 
depends on the sensors used, the type of data gathered and 

way of data processing. The immersive telepresence systems 

are built on several complex software and hardware 

technologies, so it is very important to pinpoint what are the 

current challenges and requirements for real time 

holoportation. 

III. SCHEMATIC MODEL OF THE HOLOPORTATION 

SYSTEM 

A. Online and offline communication 

A holoportation system is composed of multiple 

consecutive steps in order to receive an avatar object.  

The first step is the object scanning, where we aim to 

capture the body of the person in order to estimate its shape, 

skinning, and pose. There are multiple ways to implement a 

high quality 3D body scanner, but the most common one is by 

using high quality cameras in a controlled environment. The 

scanning process can be performed either online or offline, 

but in both cases there are shortcomings.  

The online scanning system must have a very high 

performance in order to reconstruct the body. For this scenario 
a Kinect is used, which captures the raw data, then this data 

needs to be processed in order to be received correctly. 

On the other hand –the offline scanning is performed only 

once and therefore it is more difficult to animate the avatar in 

real-time. However, the offline scanning creates more 

accurate and noiseless avatar, because the cameras used for 

the scan have very high quality. 

B. Data processing 

The next logical step is the data processing. The captured 

images are used to create a 3D model of the human facial 

characteristics and body with real textures such as skin, facial 

expressions and clothing. Creating such model based on 
images is usually done in multiple stages [8]. Capturing and 

representing accurately the facial characteristics and 

expressions especially when the parties in the communication 

process wear large physical devices such as VR/AR glasses, 

which occlude the majority of the face, is very challenging. So 

in order to identify the user and capture in detail the facial 

expressions, the facial data will be gathered and transmitted 

separately in the communication channel. We must 

parametrize the facial characteristics of the participants during 

the teleconference [9]. The facial key points transmitted in 

real time are used to reanimate the avatar’s face.  
The second task for the proposed holoportation will be the 

real time avatar animation visualized at the remote site, based 

on the metadata captured at the home site. The created 3D 

model needs to be rigged with the captured skeleton hierarchy 

created by the Kinect sensors and appropriate texture maps. 

Skeleton data is transmitted separately in the communication 

channel. A skeleton based animation strategy is employed for 

robustly and accurately fitting the avatar to the skeleton and 

then large scale deformations and movements are applied in 

real time. Thanks to the multiple Kinect sensors employed, 

there are no occlusions of joints. 
Additionally, we will employ a method for recognizing 

human activities, to perform short term prediction of the 

skeleton movements to compensate for network latency. 

C. Motion prediction 

To provide a real time experience in a two way 

communication, between the participants, all the data, 

including body movement, speech and facial expressions, 

must be transferred without any lag, because it will lead to 
inconsistency of the speech-movement relation, for example. 

There is no need to transfer the static objects, because they 

can be created in both systems – such objects are furniture, 

walls, etc. 



 

In a short distance, transferring a 3D human model a real 

time communication isn’t an issue, but unfortunately, in a 

long distance communication there are restrictions due mainly 

to the speed of the data transfer, because a real-time transfer 

on a LAN network reaches a speed between 1-2Gbps, and to 

achieve a real time communication, we need to transfer 

hundreds of megabits. To avoid the network delay, a human 

motion prediction algorithm can be applied. This way, by 

scanning the avatar, we can send a metadata, which will be 
received by the recipient, containing the predicted position of 

the sender. Then the skeleton, presented by a number of joints 

that represent key body parts, animates the avatar, avoiding 

the long-distance data-transfer delay.  

In this section we will make an overview of the recent 

methods that are used to make a short-term human motion 

prediction. To make a motion prediction in a video sequence 

there are several steps to be completed. First must be 

performed an action detection, then this action must be 

tracked and after that, we may say that this action is 

recognized. After the recognition of the action, comes the 

classification and then it is possible to make a short term 
prediction on what the next body position will be. Traditional 

approaches use Markovian assumptions [10, 11], but the latest 

works on this problem are based on different methods which 

use convolutional neural networks(CNN) or recurrent neural 

networks, or more specifically on Long short term memory 

(LSTM) and Gated Recurrent Unit (GRU). The LSTMs are 

widely used in action and speech recognition [12] thanks to 

their ability to learn long-term feature relationships by 

processing overlapping sequences of consecutive frames. 

To solve the motion prediction task, Fragkiadaki et al. [13]. 

prose two architectures: LSTM-3LR (3 layers of Long Short-
Term Memory cells) and ERD (Encoder-Recurrent-Decoder). 

Both are based on concatenated LSTM units, but the latter 

adds non-linear space encoders for data pre-processing. The 

authors also note that, during inference, the network is prone 

to accumulate errors, and quickly produces unrealistic human 

motion. Therefore, they propose to gradually add noise to the 

input during training which forces the network to be more 

robust to prediction errors. This noise scheduling makes the 

network able to generate plausible motion for longer time 

horizons, especially on cyclic walking sequences. Jabri et al. 

[14] have shown competitive performance on VQA with a 
simple baseline that does not take images into account, and 

state-of-the-art performance with a baseline that is trained to 

exploit the correlations between questions, images and 

answers. 

In their paper Martinez et al. [15] propose a different 

approach than the LSTM networks. Their work is based on the 

GRU [16], with the help of which, they manage to drop the 

spatial encoding layer. This allows them to train their model 

on 3.6M Dataset for a few hours, and there is no need to train 

a different model for each different action. They analyse the 

motion continuity as velocity, rather than a set of poses, which 

allows them to model only one velocity, as opposed to 
presenting all possible human poses. To achieve this, they 

base their work on Sequence-to-Sequence architecture [13]  

with the help of which during training, the ground truth is fed 

to an encoder network, and the error is computed on a decoder 

network that feeds its own predictions. The decoder also has a 

residual connection, which effectively forces the RNN to 

internally model angle velocities. 

Pavllo et al. [17] propose similar approach as Martinez et 

al. for short term predictions using a quaternion network, we 

consider predicting either relative rotation deltas (analogous to 

angular velocities) or absolute rotations. We take inspiration 

from residual connections applied to Euler angles, where the 

model does not predict absolute angles but angle deltas and 
integrates them over time. For quaternions, the predicted 

deltas are applied to the input quaternions through quaternion 

product. First they create a recurrent architecture, where they 

also use a GRU, because of its simplicity. The idea is that at 

each step, the model receives the previous state and features, 

in order to make a next pose estimation. After further work, 

they create a convolutional based architecture, where they 

replace the GRU and the linear layer with convolutional 

layers. 

In Table 1 are summarized the most recent papers on 

motion prediction on the Human3.6M dataset 

(http://vision.imar.ro/human3.6m/description.php). 

IV. CONCLUSION 

The main goal of this paper is to provide a comprehensive 
survey of the most recently published motion prediction 

methods that can be employed in immersive telepresence 

systems. And also to present a schematic model of a 

holoportation system and to outline some of its key concepts. 

The benefit of the proposed holoportation system is that it 

allows users to interact practically in real time - anywhere, 

anytime, with anybody – either in a virtual or integrated way 

offering the feeling of personal interactivity and the feeling of 

shared space. Holoportation offers the opportunity to address 

the current limitations in 2D communication permitting 

immediate, 3-D visual, auditory, tactile and emotional 

interaction between remote users. But a lot of work is still 
needed to make this system an everyday reality for the 

society. 
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