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Abstract: The problem for effective prototyping of the Networks on Chip (NoC)based
levices has become an important issue since they have started to be implemented in high-
jerformance smart switches single-chip devices.Now, the NoC-based switchesare required to
filfill the requirements for excellent performance aslowest possible time delay andoverall
litency,an  increased traffic speed throughthe network switch, and also an
icreasedbandwidth and throughput. In this paper the state-of-the-art methods for NoC
profotyping are presented. Some platforms used for prototyping of these networks are
licussed: with a hardcoded core and reconfigurable FPGA part and with a fully
wnfigurable FPGA architecture.An overview of the selected platformsis done with an
ifroduction to Ethernet switch simulations methods usingns-2 network simulator.

| Introduction

Current algorithms applied on network on chip (NoC), does not fulfill the requirements in the
fillon transistors era. In the billion transistors era such network on chip (NoC) that will imply
wmbination of numerous different IP’s will be discussed in this paper. A resource can be soft
pocessor core, hard processor core, DSP core, and FPGA block, other dedicated block such as
nixed signal block, or memory block RAM, ROM etc. Here we propose usage of NoC platform
wnsisting of architecture and design methodology, which scales from a few dozens to several
lindred or even thousands of resources [4]. According to Moore’s Law,the transistor density of
iegrated circuits (IC) is doubled every 1.5 years[1]. During the last five decades this law was
scessfully adopted by semiconductor technology, number of transistors on single chip was
aponentially increased. The proposal is given on basis of three assumptions given in [4]:

|. The Moore’s Law is still valid, and will continue to hold for another 5 years.

2. Single chip will not be able to utilize the transistors on an entire chip. The single

synchronous clock signal will be provided on small areas of the chip [2,3,4].
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3. Applications that are modeled for single chip requesting large number of communication
tasks. The difference between applications, are their characteristics and they can
significantly vary from application to application. Characteristics like control or dataflow: discussed. This topolo
will dominate, and origins reused from the earlier products [5]. And this will make a tree based interconnect
heterogeneous implementation for different kind of resources for different tasks the most ~ Karim et al [13] prc
cost effective solutions. a direct network. Simil
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3. Related works

NOCs used mainly shared bus for interconnection of the IP cores. There are three main shared
buses used in NOCs design[8] and they are ARM AMBAbus, Wishbone and IBM core connect
[9]. All of them suffer from the drawback of non-scalability. In the literature can be found
different micro network proposals and one of them is Sonic’s Silicon Backplane[10]. This is bus
based architecture in which the IP cores are connected to the bus via specialized interfaces called
agents: www.ocpip.org. In this case cores are communicating with an agent using Open core
protocol (OCP). Agents communicate between using TDMA bus access schemes. Agents
effectively decouple the IP cores from the communication network. Because the basic
interconnection is still bus-based performance degradation trends that are common for busses.

| |
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Fig.3¢ Binary tree Fig.3d Butterfly fat tree (BFT)

Mips Technologies has introduced an on-chip switch integrating IP cores in NoC: www.mips.com.
The switch needs to provide high performance link between MIPS processor and multiple thirf
party peripherials. This proposal is central switch connecting with different peripherals, but only i
point-to-point mode.

Mesh-based interconnect architecture have been proposed by Kumar[6] and Dally[7]. Thes
architectures consist of m x n mesh of switches of switches interconnecting: computation
resources (IPs) placed along with the switches [8]. Each switch is thereby connected to four
neighboring switches and one IP block. In this case, the number of switches is equal to the number
of IPs. This topology is given on Fig.3a. Dally and Towles [7] proposed the use of a tons
interconnect architecture. A variation of the torus architecture, which eliminates the use of long
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wraparound wires, called a folded torus. Saastamoinen [11] describes the design of a reusable
sWitch to be used in future SoCs. The interconnect architecture is however not specifically
discussed. This topology is given on Fig.3b.Guerrier and Greiner [12] proposed the use of a fat
Iree based interconnect (SPIN) and addressed system level design issues.

Karim et al [13] proposed the Octagon network in the context of network processor design. It is
adirect network. Similar to that in the fat tree topology. the point-to-point delay is also determined
by the relative source/terminus locations, and communication between any two nodes (within an
aetagon subnetwork) requires at most two hops.P.P Pande et al [14,15] proposed butterfly fat tree
interconnect architecture, modified form of fat tree, for a networked SoC as well as provided the
associated design of required switches and addressing mechanisms - Fig.3d.All of the above
mentioned works propose kind of interconnect architecture to solve the global wire delay problem.

4, Topologies

Network topology refers to the organization of the shared router nodes and channels in an on-
thip network. The topology of a NoC can be compared to a roadmap. The channels (similar to
10ads) transport packets (similar to vehicles) from one router node (crossing) to another [7]. A
god topology utilizes the features of the existing packaging technology to achieve required
ipplication bandwidth and latency. Choosing a network topology is the principal step in designing
i network as the routing strategy and flow-control methods are governed heavily by the
lpology.Deciding on a topology also helps in designing of the router to be used in the NoC, as
darified in [6]. The ways in which the different nodes in a network are connected and

wmmunicate with each other are controlled by the network topology. Some of the topologies for

NoC are Mesh, Torus, Binary Tree and Butterfly Fat Tree (BFT), which are discussed below.

A Mesh.This architecture is the most common among all interconnection topologies where each
o &
muter, apart from those at the edges, is linked to four adjoining routers and one computation

esource (IP), by the way of communication channels. It allows incorporation of large number of

IPcores in a regular-shape structure. Fig.3(a) shows a 4x4 mesh NoC with 16 IP blocks.

B, Torus.The torus architecture as shown in Fig. 3(b) is fundamentally similar as a mesh except
lhat routers at theedges are linked to the routers at the opposite edge through folded channels.
Eyery router has five ports, one linked to the computational resource and the others linked to the
tsest neighboring routers. The long fold-around connections may generate excessive delays.

(. Binary Tree.In the Binary Tree topology, the design is modeled in the form of a tree. Each
iode in the tree can be denoted by a set of coordinates (level, position) where level is the vertical
ltvel in the tree and position is the horizontal placing in left to right ordering. Here, as depicted in
fig.3(c), each router node is linked to 2 nodes in the subsequent level with all the resource nodes
present at the bottommost vertical level.

. Butterfly Fat Tree.In the Butterfly Fat Tree (BFT) topology, the design is modeled in the form
ofa tree with butterfly style links. Each node can be denoted similarly as in Binary Tree. The
tsource (IP) nodes are at the bottommost vertical level such that 4 resource nodes are linked to a
muter node, which is at a level higher than the resource nodes. Each router node is linked to either
diouter or resource nodes, as depicted in Fig.3(d).

3. 8imulation and discussion

We used ns 2 networks simulator to perform latency test for different topologies and number of
P cores:www.isi.edu/nsnam/ns. We examine the topologies given in Fig.3a to Fig.3d. The setup
lr the simulation environment was adjusted for maximal latency for shortest path routing
futocol, and simulation was made with UDP transmission protocol. According to the achieved
msults — Fig.4 and Fig.5, we can confirm that ns 2 simulator is ideal to build simulation model for
MC’s. Main accent in the future work will be given in making changes and building simulation
model which behavior will be close to the real NoC. Improvement of the algorithms for routing in
NoC will be also topic of future research.
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Fig. 4 Graphical representation for max latency for different topologies, 16 IP and 64 IP cores

Max latency (us) Max latency (us)

4X4 | 4X4 |Binary |Butterfly 8X8 8X8 Binary |Butterfly
Load| Mesh | Torus | tree - | Fat Tree Load| Mesh Torus tree | Fat Tree|

25% |803.609|802.105(811.428( 409.738 25% [2392.547] 2391.135 12401.7281603.329

50% 1803.609]802.105] 814.78 | 410.546 50% [2392.547] 2391.135 12403.249]1604.348

75% 1803.609]802.105|831.356( 412.14 75% 12392.547] 2391.135 |2408.624|1608.223

100%(811.016/802.105| 833.18 | 413.13 100%)2401.521 | 2391.135 [2411.325] 1609.11

Fig. 5a Maximal latency for 16 nodes Fig.5b Maximal latency for 64 IP nodes
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