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Abstract: In this paper we evaluate different routing algorithms in respect to the average 
latency, total latency, average throughput, and global throughput. Performance of the 
Network on Chip (NoC)-based Ethernet smart switches has been rapidly improved and they 
are required to fulfill some special standards, lowest possible time delay and overall latency, 
an increased traffic speed through the network switch, and also an increased bandwidth and 
throughput. We are using Noxim discrete event simulator specialized for NoC architectures 
simulations. Random selection, buffer level have been used to evaluate the above mentioned 
parameters. We evaluate NoC model of mesh 8x8 structures which is the most used model 
nowadays. The state-of-the-art methods for simulation and performance evaluation results of 
some basic NoC’s topologies are also presented here. 
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1. INTRODUCTION 

Evaluation and overview of the basic and most common used topologies of 
Network on Chip (NoC) with the respective routing algorithms applied on it will be 
presented in this paper. Evaluation of the basic parameters average latency and 
average throughput, global average latency, and global average throughput of the 
NoC will be done using a dedicated simulator for performance evaluation [9]. NoC 
structures can integrate various Intellectual Properties (IP’s) cores on a single silicon 
chip as shown in Fig.1. A resource could be either a soft processor core, hard coded 
processor, special Digital Signal Processors (DSP) cores, Field Programmable Gate 
Array (FPGA) block, or other dedicated unit such as mixed-signals block, or a 
specific memory block (RAM, ROM, etc)[8]. Fig.1 presents a basic 4X4 NoC 
topology, where the communication between the participating blocks is performed 
through the associated router nodes Ri. 

 

 
Fig. 1: Basic NoC structure diagram. 



    
 
 

International Scientific Conference Computer Science’2018 

 
 

35 
 

 EVALUATED ROUTING ALGORITHMS APPLIED IN NOC 

Basically, there are three general types of algorithms applied in NoC and they 
are:  

Deterministic routing algorithms 

They always generate the same single routing path for a given pair of source and 
destination address, typically the shortest one. When source routing is used the 
source node implements pure routing function returning a unique path without 
consideration any information about the traffic. 

Oblivious routing algorithms 

This type of algorithms does not take into consideration any other information 
except the addresses, equally to deterministic routing. The routing decisions are 
oblivious to the status of network traffic. Any deterministic routing is oblivious, but 
oblivious routing is not necessarily deterministic [1]. Every time when this algorithm is 
determining shortest path between source and destination there are two options to 
select and they are randomly and cyclically. Non deterministic algorithms can 
distribute uniformly the communication load in situations where adaptive solutions 
are too expensive or slow. 

Adaptive routing algorithms 

They use information about network traffic and/or channel status to avoid 
congested of faulty regions of the network. Source node adaptive routing is useful 
only when the traffic status does not change too fast, otherwise the source node may 
have obsolete information and a global status is costly to monitor. On other hand, 
adaptive routing can easily be combined with distributed routing, since routers can 
react on local congestions using some heuristics, history tables, or probing the 
neighborhood. While begin able to avoid deadlocks, adaptive routing must take care 
of livelocks. Adaptive routing can be decomposed into two functions: 

A. Routing function which delivers a set of possible output channels. 
B. Output selection function which selects one of free output channels among 

them using local status information. 

Algorithms used for NoC simulations 

We will consider and evaluate several routing algorithms that are used in NoC. 
Deterministic and adaptive algorithms will be evaluated and combination of both 
deterministic and adaptive algorithm like DyAD is. 

Dynamical Adaptive Deterministic routing algorithm  

Dynamical Adaptive Deterministic switching [4], shown on Fig.2. Actually, this 
algorithm is an extension of the Adaptive routing scheme. The adaptive algorithms 
are working on finding the shortest path. 
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Fig. 2: DyAD routing on Torus NoC topology. 

Routers Ri can be generally classified as deterministic and adaptive. In 
deterministic routing (also called oblivious routing), the path is completely determined 
by the source and the destination addresses.  

On the other hand, a routing technique is called adaptive if, given a source and a 
destination addresses, the path taken by a particular packet depends on dynamic 
network conditions e.g. congested links due to traffic variability. The main advantage 
of using deterministic routing is its simplicity of the routers design. Because of the 
simplified logic, the deterministic routing provides low latency when the network is not 
congested. However, as the packet injection rate increases, deterministic routers are 
likely to suffer from throughput degradation as they can’t respond dynamically to the 
network congestion [8]. In contrast, the adaptive routers avoid congested links by 
using alternative routing paths which leads to higher throughput. However, due to the 
extra logic needed to decide on a good routing path, the adaptive routing shows 
higher latency at low levels of network congestion. 

 XY routing algorithm 

Compared current horizontal address Cx with Dx (when Cx<Dx) routed to EAST, 
when Cx>Dx and if Cx=Dx, header flit is already horizontally aligned then Dy is 
compared to Cy [6]. Flit will be routed to South when Cy<Dy, to North when Cy>Dy 
[10]. If the chosen port is busy, the header flit as well as all subsequent flits of this 
packet will be blocked [7] – Fig.3. The routing request for this packet will remain 
active until a connection is established in some future execution of the procedure in 
this router. However it is deterministic routing algorithm, which means that the routing 
algorithm provides a routing path for a pair of source and destination. Moreover, XY 
routing algorithm cannot avoid from deadlock appearance. 

 

Fig.3: Allowed turns in XY routing algorithm. 
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Odd-Even routing algorithm (OE) 

OE routing algorithm is a distributed adaptive routing algorithm which is based on 
odd-even turn model. It exerts some restrictions, for avoiding and preventing from 
deadlock appearance. Odd-even turn model facilitates deadlock-free routing in two-
dimensional (2D) meshes with no virtual channels. Explaining some definitions are 
necessary in order to represent this algorithm. In a two-dimension mesh with 
dimensions X*Y each node is identified by its coordinate (x, y). In this model, a 
column is called even if its x dimension element is even numerical column. Also, a 
column is called odd if its x dimension element is an odd number. A turn involves a 
90-degree change of traveling direction. A turn is a 90-degree turn in the following 
description. There are eight types of turns, according to the traveling directions of the 
associated channels – Fig.4, Fig.5. A turn is called an ES turn if it involves a change 
of direction from East to South. Similarly, we can define the other seven types of 
turns, namely EN, WS, WN, SE, SW, NE, and NW turns, where E, W, S, and N 
indicate East, West, South, and North, respectively. 

 

Fig. 4: The allowed turn for Even columns in Odd-even routing. 

 

Fig. 5: The allowed turn for Odd columns in Odd-even routing. 

As a whole, there are two main theorems in odd-even algorithm: Theorem1: NO 
packet is permitted to do EN turn in each node which is located on an even column. 
Also, No packet is permitted to do NW turn in each node that is located on an odd 
column. Theorem 2: NO packet is permitted to do ES turn in each node that is in an 
even column. Also, no packet is permitted to do SW turn in each node this is in an 
odd column. OE routing algorithm is more complex than XY routing algorithm. 
However, it is one kind of adaptive routing algorithm. For a pair of source and 
destination, it can provide a group of routing paths and it can prevent from dead lock 
appearance. That is in an even column. Also, no packet is permitted to do SW turn in 
each node this is in an odd column. OE routing algorithm is more complex than XY 
routing algorithm. However, it is one kind of adaptive routing algorithm. For a pair of 
source and destination, it can provide a group of routing paths and it can prevent 
from dead lock appearance. 
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West-First Routing (WF) 

The west-first routing is partially adaptive routing algorithm in which 90° turns are 
allowed [1]. In this routing, the packets have to be moved first in the west direction 
after first movement in the west direction it can take turns in north, south and east 
direction respectively. This algorithm posses two options for the path travelled by 
each packet and that can be minimal or non-minimal. In comparison with XY routing 
algorithm West-First routing algorithm allows more turns, it allows six turns out of 
eight turns shown in Fig.6. West-First algorithm has two forbidden turns at any node 
in a mesh network and they are South to West Turn and North to West turn 
respectively. Packets cannot take South to West Turn and North to West turn. The 
West-first algorithm is as follows: 

 

Fig. 6: The allowed turn for West-First routing. 

North-Last routing (NL) 

North-Last routing algorithm is partially adaptive routing algorithm in which 90° 
turns are allowed. In this algorithm the packets will be routed in North direction at the 
last. North-Last routing algorithm allows more turns then XY routing algorithm, it 
allows six turns out of available eight turns shown in Fig.7. This algorithm allows 
more turns then XY routing algorithm, it allows six turns out of available eight turns 
shown in Fig.7. This algorithm has two forbidden turns at any node in a mesh 
network: North port to West port or North port to East port. In other words, the 
packets can’t take North to West Turn and North to East. In any situation we have to 
take such path that ends in North directions after transverse in any other directions. 
The North-last algorithm is as follows: 

 

Fig. 7: The allowed turn for North-last routing algorithm. 

Negative-First routing (NL) 

Negative-First Routing is partially adaptive routing algorithm in which two 90° turn 
can be avoided [1]. In this routing algorithm the turn towards west (-X) and south (-Y) 
are taken as negative direction first and the negative path is taken first and then east 
or north turn are taken respectively to the destination. Negative-First algorithm allows 
more turns then XY routing algorithm, it allows six turns out of available eight turns 



    
 
 

International Scientific Conference Computer Science’2018 

 
 

39 
 

shown on the Fig. 8. This algorithm puts two turn restrictions at any node in a mesh 
network and combinations East port to South port or North port to West port. Packets 
can’t take East port to South port or North port to the West port. 

 

Fig. 8: The allowed turn for Negative-First routing algorithm. 

 EXPERIMENTAL RESULTS AND DISCUSSION 

To evaluate the specific parameters average latency, average throughput and 
dynamic consumed energy of NoC we are using Noxim simulator.  

Evaluation will be made on the most used NoC-Torus topology under different 
workload, using synthetic workload. Basically in the synthetic traffic, the source and 
the destination nodes are driven by stochastic bit-complement injection process, and 
it is important to mention that this intend model the characteristics of realistic 
workloads.  

So, there are different types of synthetic pattern that are used in NoC design 
includes the following cases about traffic loads: 

A. Uniform random traffic in which the source and destination process are chosen 
via a uniform random process. 

B. Bit reversal traffic in this traffic bit reversal permutation is used to solve routing 
path for the packet along with unique path of length log N. 
 

Simulator scenarios 

In this paper we will examine only the most used NoC structure and that is Torus. 
To conduct our research Noxim simulator was set with the following parameters: 

A. Torus k=8 n=2 e.g. 8x8 was evaluated for average throughput and average 
latency with uniform random traffic under fixed packet size and variable injection rate. 
XY, Odd-Even, West-First, North-Last, Negative-First routing algorithm and DyAD 
routing algorithm are used in this case.  

Results and discussion 

Results from the conducted research: Average latency (cycles) vs Injected packet 
rate are given in Fig.9 of Torus k=8 n=2 e.g. 8x8 for uniform random traffic and for 
XY, Odd-Even, West-First, North-Last, Negative-First, and DyAD routing algorithms. 
Table 1 presents all numeric data from the conducted simulations. 

We can also notice that DyAD routing algorithm it has an activation level and will 
become in adaptive routing mode and respectively his latency will be rapidly 
increased because he will try to route packets via different paths. If we want to keep 
routing latency low we should try to avoid greater traffic that threshold activation level 
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of DyAD routing algorithm and to keep him to work only in deterministic routing e.g. 
shortest path. 

Also we can notice that XY algorithm which is wide used goes in congestion 
mode and that is visible on the last and highest injected packet rate shown on Fig.9. 
In that case packet may not reach his destination address.    

Conclusions and future work 

From the following results we can continue with our research direction to evaluate 
results from conducted research on some reconfigurable platform and we will try to 
confirm that XY algorithm is most used in modern NoC.  

DyAD routing algorithm is used when there is a need for energy consumption 
reduction and when flexible routing in needed in respect of the average injection ratio 
e.g. network load. With comparison of the tested algorithms we can use unmanaged 
or XY algorithm or DyAD if we want to achieve managed routing in our NoC. 

Also deadlock can be noticed from Fig.9 on XY routing algorithm and the injected 
packet will never reach his destination, XY routing algorithm can’t deal with deadlock 
as well. So our proposal is to use DyAD algorithm to avoid deadlock occurrence. 
  

 

Fig. 9. Experimental results for all routing algorithms under consideration. The average latency for all 

routing algorithms (1 to 6, from left to right) is shown in groups for different injection packet rates. 

1. 

2. 

3. 

4. 

5. 
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Tab.1: NoC parameters under different Injection ratio.
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