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Abstract: This paper presents different methods of ocean data collection in the IoT ecosystem. Most of the ocean big data are connecting 

to sea surface temperature, subsurface temperature, water flows, air mass movement and their interaction at ocean-atmosphere level, sea 

level, sea ice concentration, and topography of the ocean floor, meteorological conditions and their influence on the ocean surface. All 

these characteristics of Ocean data are from significant importance with respect to the climate change and its influence on human life. In 

this paper, the conceptual model for big data analytics of ocean data based on machine learning will be proposed. The experimental 

framework is based on Apache Spark environment and python3 programming language optimized for big data processing is utilized. The 

experiments using the linear regression and support vector machine algorithms are conducted. Finally, the result analyses are presented. 
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INTRODUCTION  

 

 

 

The oceans constantly operate sensors that constantly collect 

data about currents, temperature, and the movement of water 

masses. This data is sent back to scientists and environmental 

researchers. This information, collected by the sensor net-

works, helps to address the climate. The sensor network that 

collected the ocean big data is known as Ocean Internet of 

Things (OIoT). In the oceanology a broad range of different 

data types existed. Most of the data collected from the research 

is related to the physic-geological characteristics of the ocean. 

Some of them are sea surface temperature (SST), subsurface 

temperature, water flows (direction, circulation, velocity), air 

mass movement and their interaction at ocean-atmosphere lev-

el, sea level, sea ice concentration, and topography of the 

ocean floor, meteorological conditions and their influence on 

the ocean surface. Most of the oceanographic data is collected 

using two methods: in-situ and remote sensing.  Most of the 

oceanographic data analyses are related to the sea surface, as 

most radar and other tools used in situ methods, as well as sat-

ellite measurements, relate to the surface. Most of the data is 

analysed by simple methods (through analysed grids), but 

there are also those that are monitored in real time. They need 

to be analysed using previous models of data assimilation. [1] 

The satellites are one of the most important and used tools for 

Remote Sensing Research. They receive processed information 

from ship radars and buoys. But there are other ways to gather 

information about the ocean surface. The instruments of re-

mote sensing are radiometers, scatterometers, and altimeters. 

The radiometers measure the sea surface temperatures SSTs. 

The scatterometers measure the wave disturbances and wind 

speed and directions. The altimeters measure the ocean surface 

deformation, “used to estimate sea surface slopes and ocean 

currents”. [2] The information gathered from the Satellites is 

one of the most important data for oceanographic research. 

The in-situ method which is from ships and buoys does not 

provide enough information for complete analysis of the spa-

tial or temporal data resolution over the enormous ocean dis-

tricts that cover more than 70% of the planet. Carefully cali-

brated and adjusted the satellite information, sometimes com-

bined with the in situ observations as a data processing proce-

dure, provides the best degree of global ocean conditions. 

There is a different level of quality of the useful in situ ocean 

observation, depending on the sources. One of the best ways 

(sources, methods) to gather information are scientific research 

programs, by instrumented buoys, by ships specifically de-

signed to collect environmental data and by coastal or island 

stations with nearly the same way of functioning as the stand-

ard land stations. With lower quality but still important are the 

frequently collected data by merchant ships through their 

routes and by fishing fleet vessels during their trade opera-

tions. Different scientific research programs collect the widest 

variety of in-situ data. These types of data are divided into 

several categories: sea surface data (salinity, SST, wave 

height, and wave direction), near surface meteorological con-

ditions (air temperature, wind speed, wind direction, and 

cloudiness), subsurface sea water characteristics (dissolved 

gases, anthropogenic tracers, and ocean currents). Another 

large scientific area that collects the ocean big data is the data 

from high-performance computer simulations. [3]   

In this paper, the conceptual model for ocean big data analytics 

based on machine learning is proposed. The used ocean big da-

ta for experiments is collected in the OIoT by using different 

collection methods.  

There are different methods for collection ocean big data 

through buoys, vessels (ships), high-frequency radars, satel-

lites and data from High Performance Computing (HPC).  

Some research programs work through surface drifting buoys 

(drifting or moored).  The location of those buoys is monitored 

by satellite. This is helpful for the ocean circulation and some 

geophysical variables. Those buoys are very effective when 

gathering meteorological and oceanographic data in remote 

ocean areas.  Some buoys are located below the ocean surface 

and they are followed acoustically or they are tracked by satel-

lite, when they rise to the surface. The data that comes from 

this buoy are useful in exploring underwater currents, ocean 

stream, and sea water features. Buoys use accelerometers and 

inclinometers used to measure wave acceleration and direction. 
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The source data from these buoys is processed by on-board 

computer which using statistical analysis generates new data 

that they later send to coasts stations of continents or native is-

lands. This data (for waves) includes frequency of wave en-

ergy, wave height (sometimes the difference between the high-

est and the lowest), averaged wavelength, and time-out and 

wavelength stages (on every 20 min). [4] 

Another method of collecting data besides buoys is also car-

ried out by ocean vessels. The data collected by commercial 

and fishing vessels is crucial for the information on the ocean 

surface. In the 19th century, this was a popular method for col-

lecting meteorological forecast data via the ocean. Modern 

vessels use automated systems where the multitude of large 

data is collected in the form of digits and transmitted by satel-

lite to land-based data collection agencies. Input data is de-

rived from wind speed and wind direction, barometric pres-

sure, and air temperature. They are useful for the meteorologi-

cal forecasts. [5]  

Another method for gathering the ocean data is through high-

frequency radars, which are set on the shore and scan 24 hours 

of surface currents in a fairly wide range of up to 200 km. The 

radar emits electromagnetic waves in the frequency range of 5 

to 25 megahertz. These waves spread over the surface of the 

ocean surface. When the electromagnetic wave encounters an 

ocean wave (moving to the shore or vice versa), which is half 

the wavelength, the signal is reflected back to the receiver. 

Then the frequency and the speed of the returned signal are 

evaluated. Scientists can thus estimate the size of the ocean 

wave through the return signal. [6] 

Gathering the ocean data through a satellite is the one of the 

most import method for collecting ocean data. Using this 

method many ocean factors can be traced, not only to the sur-

face but also to the water. They serve as a precursor to storms, 

tsunamis and other meteorological consequences. One of the 

satellites that give accurate results is NASA and is called 

Toppex/Posledon. This satellite allows a continuous weekly 

observation of the ocean surface. It also helps to explore the 

implications of oceans and climatic conditions. The data from 

this satellite helped to predict study and observe the currents of 

oceans, prepare routes on ships, help manage fisheries, explore 

the geochemical and animal world of the ocean. [7] 

Finally, HPC in oceanology is the scientific area that generates 

a large amount of data that is important to be further analysed 

and visualized.  

In this paper, the conceptual model for ocean big data analytics 

based on machine learning will be proposed.   

 

CONCEPTUAL MODEL FOR OCEAN BIG DATA ANA-

LYTICS  

 

The conceptual model used the data collected in OIoT ecosys-

tem. The ocean data is processed based on machine learning 

and finally the ocean data is visualised for better result anal-

yses from the oceanology experts, Fig. 1.   

In this paper, the results of applying the proposed conceptual 

model by using two machine learning algorithms Linear Re-

gression and Support Vector Machine (SVM) will be presented 

and discussed. 

Linear regression is the most widely used of all statistical 

techniques for study of linear, additive relationships between 

variables and it is commonly used technique for the predictive 

analysis [8].  
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Figure 1: Conceptual Model for Ocean Big Data Analytics   

 

SVM are a useful technique for data classification and regres-

sion. They belong to a family of generalized linear classifica-

tion. A classification task with SMV usually involves separat-

ing data into training and testing sets. Each instance in the 

training set contains one target value and several attributes 

(features). The goal of SVM is to produce a model (based on 

the training data) which predicts the target values of the test 

data given only the test data attributes [9]. 

 

 

EXPERIMENTAL FRAMEWORK 

 

The experimental framework is based on Apache Spark envi-

ronment that allows streaming and real-time big data analyses. 

For implementation of the framework, python3 programming 

language optimized for big data processing is utilized. For the 

case of ocean big data analytics, the NOAA database is used. 

NOAA is a federal agency in the structure of the US Depart-

ment of Commerce. It coordinates various types of meteoro-

logical and geodetic studies and forecasts in the United States 

and their possessions, studying the atmosphere and the World 

Ocean, and also warns the population about possible natural 

disasters and catastrophes. [10] 

 

 

EXPERIMENTAL RESULTS AND ANALYSIS  

 

The NOAA database is used to conduct the experiment.  Ex-

periment data is collected from a Hawaii station named: Hon-

olulu, HI - Station ID: 1612340. With 5 individual sensors, the 

station collects data on water level, wind speed, air tempera-

ture, water temperature and pressure Water. The sensor 

through which we collect the water level data to be analyzed is 

activated in 6 minutes. So it writes new data over 6 minutes 

during a time from 00:00 to 13:12h in a CSV file. Thus, all 

recorded data is 133. The new information that the sensor 

counts is divided by 9 attributes, three of which are essential 

for the data analysis: time, water level (in meters) and sigma 

value. The importance of the sigma value serves for a better 

understanding of the wave level. To better understand what the 

significant wave height is, we need to look at the statistics and 

allocation theory.  

The most common distribution is the normal distribution, 

where participation also takes the sigma. This allocation is use-

ful in describing data where most elements in a class are 
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grouped close to an average, with an equal number of elements 

being greater or less than that average.  

What the software first does is to plot the water height and the 

relative sigma over same time in the form of a curve, Fig.3. 

From the same database, we download a CSV file with the wa-

ter temperature values for the same time and date. In Fig.4, it 

can be seen the distribution of the water temperature values on 

the same day measured at the same station and detected at the 

same time interval. Finally, the distribution of points by the ra-

tio of wave height and sigma value, which we are going to ex-

amine and analyze by two machine learning algorithm, is 

done.  

For the big data analytics of collected data, two machine learn-

ing algorithms will be used: Linear Regression and SVM. For 

the first experiment, our data analysis begins with the study of 

the relationship between water level and its sigma value. We 

use one of the most common machine learning algorithms, 

which is called linear regression. Linear regression is a statisti-

cal method for constructing a (possibly) acceptable linear rela-

tionship between a set of independent variables x1, x2, ..., xm 

and the dependent variable y (control magnitude). We build a 

linear mathematical model that can help estimate the state of y 

data at different x data. For the equation of the straight line we 

use the following formula for Cartesian linear equation: (y = a 

+ bx), where a is the point of intersection of the abscissa X, 

and b is the coefficient of inclination. They are calculated us-

ing the following formulas known in the statistics: 

 

 
 

 
 

 
 

In these formulas, Y and X denote two sets of input data and 

have no common with x and y in the general formula for the 

Cartesian linear equation. Linear regression finds the relation-

ship between these two sets of input data.  

We use these formulas by writing them in the form of a Py-

thon3 program and taking the datasets from NOAA, with the 

set X being all 133 values of the wave heights that are regis-

tered from the sensor, and the set Y are all corresponding val-

ues of the sigma. Thus, we build regression rights that pass 

through the points and divide them as much as possible. From 

the compilation of the code we get the equation of the line, 

Fig.5. We get the point of intersection and the point of inclina-

tion. This equation for given arbitrary values of the new varia-

ble x builds the graphs. Thus, a linear mathematical model is 

constructed to help estimate the state of a y for different x data.  

The result of the experiment we made about linear regression 

allows us to make a correct forecast for incoming set X with 

input data. In our case - assisting for a correct forecast for in-

put data - water level and its value of the sigma. 

Our second experiments performed SVM algorithms. SVM al-

gorithms are a new promising method for classifying and re-

grouping data. The main task of these algorithms is to depict 

points (experiments) in the plane that must be classified by a 

particular line in such a way as to make an assessment that is 

as accurate as possible. In a set of training examples, each 

identified as belonging to one of two categories, the SVMs 

training algorithm creates a model that predicts when a new 

example falls into the first category or second. This is the so-

called binary classification when, for example, the machine is 

trained to classify newcomers in 2 classes.  

There are two basic concepts for SVMs: the large margin and 

the kernel functions. There are three types of classification 

functions: linear (with simple equation of straight), polynomial 

(with a simple equation of a curve of degree d) and Gaussian - 

rbf (with a gausse curve equation at a value of a certain sigma 

(standard deviation value) of the distribution between 0 and 1).  

In our experiment, we write to Python3 a SVM program using 

the svm library and the svm.SVR method to create a classifier 

that breaks down into 2 classes (in dependence of wave height) 

the workout set by making a valid appendix assessment. The 

classes are determined according to the height of the wave, 

with the first class containing waves with a height of 0.600 to 

0.900 m and in the other class - waves with heights from 0.02 

to 0.500 meters. Thus, according to these two classes, we train 

a machine with input vectors to give a precise classification. 

The validation data is passed through the machine (program), 

which is classified with one of the both given classes. We use 

5 types of regressions - linear (by means of spikes with bend-

ing and crossing odds), polynomial (by constructing a square 

and cubic curve), and Gaussian - rbf (by constructing a 

Gaussian curve with a sigma value of 0.1 and 0.01). From the 

experiment, we see in table 1 that the closest results yield lin-

ear kernel of SVM. 

 

Table 1: Experimental Results of Testing Inputs Data using 

different SVM Kernels 
   Kernel 

 
Linear 

 

Poly-

nomial 

d = 2 

Poly-

nomial 

d = 3 

Rbf 

σ=0.1 

Rbf 

σ=0.01 

 

Precision 

 

98% 

 

54% 

 

50% 

 

53% 

 

48% 

 

 
Figure 2: Precision Results of SVM Classification 

 
Figure 3: Water Height and the Relative Sigma 
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Figure 4: Distribution of the Water Temperature 

 

 
 

Figure 5: Linear Regression Equation Result  
 
We have good computational results of implementing linear 

kernel of SVM algorithm that achieve the result of 98% preci-

sion, because the distribution of data is even. The second most 

accurate classification is the second degree (d=2) polynomial 

kernel: y = (a + bx)
d
 with precision = 54%, Tab.1.  Although it 

is second only to the accuracy of the calculations, the results 

are not good and are far from an accurate estimate. The reason 

for this is the graph of the function that is the parabola (curve) 

that passes, reaches the maximum, and then falls downward, 

moving away from some vectors. The most distant estimate is 

obtained with Gaussian regression with a sigma in the equation 

= 0.01. The reason for this is the curve that closes almost in a 

circle. At smaller sigma values closes the curve of the equation 

in a circle / ellipse.   

 

FUTURE WORK 

 

The future work of the authors will be to extend the function-

ality of SVM program with more classes defining vectors with 

more attributes of the experimental ocean data and to per-

formed additional experiments with big data sets. The second 

task of the team will be to realise the proposed conceptual 

model for ocean big data analytics with more machine learning 

techniques and algorithms like clustering (KMeans) and Prin-

ciple Component Analysis (PCA), as well as to provide the 

comparative analysis of the results with respect to ocean big 

data processing and analytics. 
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