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Abstract

This paper examines a class of nonlinear sixth-order generalized Boussinesq-
like equations (SGBE): u,, = Uy F3UP) xx Ul pyxx FOU gy xprxs X € R, depending
on the positive parameter «. Hirota’s bilinear transformation method is applied
to the above class of non-integrable equations and exact periodic solutions have
been obtained. The results confirmed the well-known nonlinear superposition
principle.

PACS numbers: 02.30.Jr, 02.30.Tb
Mathematics Subject Classification: 35G20

1. Introduction

In the present paper, the bilinear transformation method is used to obtain exact periodic
solutions of a class of nonlinear sixth-order generalized Boussinesq-like equations (SGBE),
which are not completely integrable. This is a well-known analytical technique that has been
developed by Hirota [1] and subsequently applied by other authors, such as Matsuno [2]
and Nakamura [3], for finding exact solutions of completely integrable nonlinear evolution
equations. Apart from Hirota’s direct (or bilinear transformation) method, other known
methods of finding such solutions are the inverse scattering transform (IST) method [4] and
the Whitham’s method of representation of periodic solutions by sums of equally spaced
solitons, expressed by sech-function [5]. As an alternative to the IST method, the bilinear
transformation method offers a more direct approach to solving nonlinear integrable equations,
avoiding the complexity of the IST method. The same technique has been successfully applied
by Parker [6] to the regularized long-wave (RLW) equation, which is partially integrable. For
the larger class of nonlinear equations which are non-integrable, other analytic tools have been
developed as discussed in [7]: Stokes’ expansions/Padé approximants, the imbricate-soliton
series, as well as various numerical methods. In some recent theoretical developments for
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non-integrable physical systems, analytic solutions of the modulation problem arising in the
time evolution of solitons, bores and shocks [8] have been obtained.

According to Ablowitz and Segur [4], if a nonlinear equation in (14+1) dimensions has a
Bécklund transformation, or a non-Abelian pseudopotential, or an N-soliton solution (perhaps
N > 3is sufficient), then it should be integrable. Furthermore the requirement, that a nonlinear
partial differential equation (PDE) has the Painleve property (i.e. it does not possess ‘movable’
critical singularities), has been proposed as a necessary condition for integrability. In the
context of the bilinear transformation method, if a nonlinear PDE can be reduced to the simple
form of single bilinear equation F(D;, D,) f - f = 0, where F is a polynomial or exponential
function and D,, D, are the bilinear differential operators of Hirota, then this nonlinear equation
has an N-soliton solution, i.e. is completely integrable.

In the case considered here, the bilinear transformation method is applied to the following
class of nonlinear sixth-order partial differential equations, which are non-integrable:

2
Upp = Uy +3(U7) ey + Uy + Clgrrrxxs a €R, (1.1)

where o is a positive parameter. Some generalized Boussinesqg-like equations, studied by
a number of authors, can be reduced to the above class of equations, using appropriate
transformations of the variables x, ¢, u(x, t).

Setting « = 0 in (1.1), we obtain the Boussinesq equation (BE) [9]. The Boussinesq
equations appear in the study of the dynamics of shallow fluid layers, the wave propagation in
elastic rods and in other problems in physics. As the original BE was structurally unstable, i.e.
it was linearly unstable with respect to short wavelength disturbances, predictions could not
be made for large intervals of variation of its parameters. Christov ef al [10, 11] showed that
a way to make the BE mathematically correct is to retain the term containing the sixth-order
spatial derivative in the approximating expansion. They derived the following linearly stable
nonlinear generalized BE of sixth-order, called 6GBE, describing nonlinear atomic chains:

2

ab
Uy = Vzuxx - (7) (uz)xx + BUxxxx + Uxxxxxxs (1.2)

where a, b, y and B are real parameters and 8 > 0. The transformations

VB VB u_)( 672)u

ab?
reduce equation (1.2) to the above equation (1.1) with the parameter oo = y%/82. In the same
work [10] the authors derived the nonlinear generalized equation (6GBE):
B 28
Uy = Uxx + (uz)xx + guxxxx + Fuxxxxx)m (13)
which describes the dynamics of inviscid flow in shallow fluid layer. Here g is a small, positive
parameter. Applying the transformations

x—>\/§x; t—>\/§t; u — 3u

to equation (1.3), we again obtain equation (1.1), but with the parameter o« = 6/5.

In modeling the nonlinear lattice dynamics in elastic crystals, Maugin [12] proposed the
nonlinear partial differential SGBE by considering a sixth-order term in the approximating
expansion:

X — —X; = —1

2 2
Uyp = Uxx t 6(” )xx tUxxxx t guxxxxxx- (14)

The simple transformations, x — x; t — ¢ and u — u/2, reduce equation (1.4) to (1.1) with
the parameter ¢ = 2/5. Kawahara et al [13] studied the solitary waves and their interactions
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for the above equation (1.4). They seek traveling wave solutions numerically and find that in
contrast to the BE, the SGBE admits solitary-wave solutions for a narrow range of variation
of the phase velocity (i.e. very close to unity within 5%), but give no reason for this.

In the present paper we apply the bilinear transformation method to SGBE (1.1) and
reduce it (see section 2) to a superposition of two equations—a bilinear equation and a
residual one. Therefore, SGBE (1.1) cannot be reduced only to a single bilinear equation
and the existence of such a residual equation suggests the non-integrability of (1.1). The
sixth-order dispersion term is the reason for the loss of integrability which is associated with
the loss of a number of properties (for example it does not possess a soliton-type solutions).
The theoretical results showed that the non-integrability of SGBE (1.1) does not preclude it
to possess exact periodic solutions, represented as an infinite superposition of solitary-wave
profiles. Considerable technical difficulties arise in seeking analytical solutions (periodic or
solitary) of the non-integrable SGBE. They are due to the need to satisfy the residual equation
in the bilinear variant of SGBE. In the present work this is overcome by an appropriate choice
of the displacement constant .

2. Periodic solutions

We consider here the following nonlinear partial differential SGBE, depending on the real,
positive parameter o:

Uyp — Uyxy — 3(u2)xx T Uyxxx — WlUxxxxxx = 0. (21)

This equation differs from the BE by the sixth-order dispersion term. On the one hand, this
term ‘improves’ the structural instability of BE, but on the other hand the integrability of BE
(or the analytical form of the solutions) is lost. The presence of even partial derivatives in the
SGBE shows that it is a two-way equation, namely, it is invariant under the transformation
t - —t,x — —x. Itis easily established that if U(9), 8 = x — ct is a traveling-wave solution
of SGBE (2.1) with constant phase velocity c, then the function

u(x,t) =ug+ U[x + (\/ 2+ 6u0)t],

where uy = const, is also a solution with different phase velocity, i.e. the SGBE is invariant
under the Galilean transformation. Let us seek a solution of the SGBE in the form

u(x,t) = §0+2(In§)x/h (2.2)
where ¢ = const, while ¢ = ¢ (x, f) € C%(), where

Q={(x,t) e R>:x € R,t >0).
As discussed in [3], Hirota has shown that through a transformation similar to the solution form
(2.2), many types of nonlinear integrable equations can be reduced to a single bilinear equation
(the Korteweg-de Vries (KdV) equation, the Boussinesq equation, the Model equations for
shallow water waves, the Toda lattice equation, etc.)

After substituting (2.2) into (2.1) and double integration on x, we obtain the bilinear
reduction of SGBE:

¢*[D} — A+ c1()x)D} — D —aD8 +ci(Hx + ()¢ - ¢

&QA + ci1(H)x
Sa 15a

where D, and D, denote the bilinear Hirota operators [1], defined by the equality
D Dig(x, )Y (x, 1) = (0 — )" (0 — )" p(x, 1) - Yy (x', 1)} 5)

+15aD¢ - ¢ [;20;*; ¢ —2(DX -¢)’ ~ c“] =0, (23)
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(see appendix A). In (2.3), ¢1(f) and c,(f) are unknown integration constants (which will be
clarified later in the text).
It is obvious that if ¢ (x, 7) is a solution of the following two equations:

[D} — (1 +c1()x)D} — D} —a DS+ ci(Dx +c2(t)] ¢ - ¢ =0 (2.4)
and
é—4
 Sa
then ¢ (x, 7) is also a solution of (2.3). The first of these two equations is called bilinear and
the second is called residual.
Let us note that in the bilinear reduction of nonlinear integrable equations there are no

residual equations. This particular aspect of SGBE is a complicating factor for finding analytic
solution. We will seek a solution of the bilinear equation (2.4) as follows:

1
2D ¢ —2(D% - ¢)’ [240 - gclmx} =0, (2.5)

oo
ta ) =69 = Y g g = 2.6)
n=-—00
where 03 (&, g) is the third Jacobi theta function, given in appendix B, with periods 1 and 7,
provided that Imt > 0 (i.e. 0 < |g| < 1).

Here § = kx + wt + § is the phase variable, with k, w, § arbitrary (possibly complex)
parameters. If we replace ¢ by 03 (€, ¢) in the residual equation (2.5), it is easily found that
(2.5) is fulfilled only if ¢,(#) = 0 (see [6]), since the variables x and ¢ in the rest of the equation
cannot be separated. Therefore, c,(f) = B is a constant with respect to £ and ¢, and equations
(2.4) and (2.5) take the final forms:

[D} — D} —D{—aD’+B] ¢-¢=0 (2.7
and
2
2Dl ¢ -2k ¢) - ot =0, 2.8)

Substituting ¢ (x, f) from (2.6) into (2.7), we obtain the following equation:

o0

Z G(m) ¥ =, (2.9)

m=—0oQ

where

G(m) = Z {(—(rw)*(4n — m)? + (km)*(4n — 2m)? — (kn)*(4n — 2m)*

n=-—0oQ
+a(km)S(@n — 2m)® + Blg™ . (2.10)

Let us note that G depends only on the integer m by two intermediate arguments [3]. If in the
above equality we change n — s + 1, where s € Z, then we easily obtain the index parities:

G(m) — G(m _ 2)(/12()1171) — G(m _ 4)q2(2m74) — .= G(O)qm2/2
if m € Z is an even number or
G(m) — G(m _ 2)q2(m—1) — G(m _ 4)q2(2m74) — .= G(l)q<m271)/2

if m € Z is an odd number, which means that the equation G(mm) = 0 is equivalent to the system
G(0) = G(1) =0, foreachm € Z.

This circumstance reduces the bilinear equation (2.9) to a simple linear algebraic system
with respect to the phase frequency w and the integration const B. Applying the identities,

4
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given in appendix C, we obtain from equation (2.9) for m = 0 and m = 1 the following
algebraic system in w and B:
()85 — B(63/8) = 640 (k) (g8} +¢°65) — 8(km)* (g65) + (k)*65;

2.11)
(Tw)?60) — B(62/8q) = 64a(k)®(qb} + q20}) — 8(km)*(q6,) + (k)*6},

where 6; = 6; (O,qz), Jj = 2, 3, are the Jacobi theta functions, given in appendix B. The
obtained system (2.11) is compatible and definite since

2 2
T, , T
A =— (0305 — 0:05) = ——W(6,,603) #0,
8q 8q

where W (6, 65) is the Wronskian of 6, and 83, and hence its only solutions are

6/%(0, 3¢0%(0, ) +2q> W' (6}, 6,
o =k — 8kt (14 gL O D ) | agsys (1429000 D+20 W6 65) 5 )
2W(6,, 63) 2W (65, 63)
W (6}, 6, 3W (6}, 00) + gW' (6}, b,
B=64(kn)4q2M+512a(kn)6q2 62.65) + g W'(6;. 65) ) (2.13)
W(6,, 63) W (6,, 63)

In the above representation we have used for convenience the following equality [14]:
62(0.4*)65(0. ¢%) — 670, 4*)63(0. ¢*) = 316;(0. )%,

where 6 is the first Jacobi theta function, given in appendix B. In other words, the function
¢ = 05(&, g) is an exact periodic solution of the bilinear equation (2.7) if the phase frequency
w satisfies the dispersion equation (2.12), while the value of the integration const B is chosen
according to (2.13). The non-zero values of B have an important role in the periodic nature of
the equation, but it will be shown that for ¢ — 0, B — 0 also, which is in fact the solitary-wave
limit of the periodic solutions.

The existence of the residual equation (2.8) does not allow us at this stage to identify
the function ¢ = 03(&, ¢) as an exact periodic solution of SGBE. To do that, it is sufficient
to establish whether there is a condition (or conditions) under which ¢ would also satisfy the
residual equation (2.8). Under the bilinear transformation procedure the constant ¢ from
(2.2) would normally be included in the bilinear equation, but here it has been included in the
residual equation, expecting it to have a balancing effect in the equation. For this purpose, let
us represent ¢ as a formal numeric series:

oo
& = 16(km)* Z A, (2.14)
m=—00
where the numbers a,, are unknown for the time being. Substituting ¢ and ¢ from (2.6) and
(2.14), respectively, into (2.8) and applying the Cauchy formula

we obtain the following infinite system of equations:

o 00
Z 16(k7T)4 { Z nz[n2 —203n — m)Z]q2n2+(2n—m)2

m=—0oQ n=—0o

2 = o o
R n=+(2n—m) 2imém __
—an Y. 4 e2imém _ . (2.15)

n=—00
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The series within the braces are convergent for the restriction O < |g| < 1. Taking into account
the evident identity

o0 o0
2 2 :
Z q6n —dmn _ Z qﬁn e217'r(—21’m)n — 93(77’ C]6),
n=—00 n=—00
where n = —2tm, we obtain for the vertical displacements
Sa NG DN PN DR N S PN D
apy = W |:317Tm93 m.q°) — §93 (n,q”) +m 70" (0, q°) |, (2.16)

where m = 0, 1, +2,..., 65" (1, ¢°) = S v=234.

Since (2.15) is valid for every m € Z, then it follows that the series (2.14) is convergent
with a,, as defined in (2.16).

Now we can get the conclusion that for an adequate definition of the numeric series (2.14)
with terms a,, as in (2.16), the function ¢ = 03(&, ¢g) can satisfy the residual equation (2.8),

i.e. we obtain that the function
o0

ux, 1) = 16(hk)* > an+ el [M]

d& [ 05(¢, q)
is an exact periodic solution of SGBE provided the phase frequency w satisfies the dispersion
relation (2.12), the integration constant B takes its value from (2.13), while the terms a,, in
the numeric series (2.14) are presented as in (2.16). By (') in (2.17) we have denoted the
derivative by the phase variable &.

(2.17)

m=—0oQ

3. Dispersion relation

Although solutions (2.12) and (2.13) for @ and B, respectively, are presented in quite a compact
form, it is more convenient to use their asymptotic representations for the dispersion relation
analysis:

— 2 4 ..
(@)’ = (kn)? — d(k)? <1 30g% +81q* + )

1—6g%+9g*+---
1 —126¢2 +729¢* + - - -
Ao (km)® 3.1
T J”( 1— 642+ 9% +--- @1
and
384(k)2g>
- TG (1 4966g" —20g7 + )
(1—6g%+9g*+--)
+4a(km)?(5 — 219¢* +360g° + - - -]. (3.2)

We can get some important conclusions about the dispersion relation and the integration
constant.

First let us note that the periodic waves in SGBE are diffusive waves, since w” (k) # 0 (as
can be seen from (3.1)) for k € R, w(k) € R, i.e. the waves’ phase velocity is different from
their group velocity. The wave packs consist of great number of solitary waves (as is shown
in section 4), moving in both directions with group velocity ' (k).

In the solitary-wave limit ¢ — O of the periodic solutions, the dispersion relation coincides
with the corresponding dispersion relation of the linearized equation SGBE, but with doubled
phase, i.e. if in the linearized version of equation (2.1) we set u ~ exp[2(ikx + iwt)], then we
would obtain the following dispersion relation:

(Tw)? = (kr)?> — 4(km)* + 16a(kn)°,
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which is also generated by (3.1) when ¢ — 0. The constant B, although not having dynamic
characteristics, plays a major structural role in the generation of periodic solutions. In the
general case, for 0 < |g| < 1, obviously B # 0; however, we have to note that for real wave
numbers k, we could have values of g € (0,1), for which the integration constant B would
be zero. For example, if we restrict the asymptotic development (3.2) to the terms of O(g*)
(under the assumption that the terms greater than O(q’) are negligible), then for

ST 1—dalkn)? 1/4
1716|161 — 146a(kn)? <L
~ 1460 (k)

we would have B = 0 for those wave numbers k, for which

1 X 1
— < < —F.
2 Ja 2 Ja

Obviously, this is a prerequisite for the formation of solitary-wave solutions. These solutions
are discussed in section 4. The form of (3.2) could also give us grounds to conclude that for g
— 0 we will have B — 0 as well, which is the solitary-wave limit of the periodic waves.

4. Real periodic solutions

Generally speaking, the analytic solution of SGBE obtained in (2.17) is a complex analytic
function which is periodic in the spatial variable § with periods 27 /k and 2w T /k. Evidently,
these periods will be real or complex depending on the choice of the arbitrary parameters k
and 7. The real solutions generated by (2.17) are of physical interest. Let us choose 7 =
ie, where, without limiting the generality, it is assumed that ¢ > 0; hence g = e "¢ is a real
number, such that 0 < g < 1.

(a) The wave number £ is real. The phase frequency w is also real (see (3.1)) and hence
the phase variable £ is real or complex depending on the phase shift §. It is obvious from
(2.17) that we have a real periodic solution of SGBE, provided that § is real. This solution can
also be represented in a better analytic form by accounting for the logarithmic derivative:

03(6,9) (—1)"g™m - —1yrgm
63(€, q) _4; [ —g2n sin(2mé) =2 Z —sm(2m§)

Let us note that the Jacobi theta function 65 has a grid of simple poles at the points &,,, =
(m + %) + (n + %)‘L’, m, n being integers. To avoid these simple poles, we impose the condition
Imé&|| < me,ie. |Im§| < we. In this case, we obtain for the periodic solution

m=—00

o0
1
u(x,t) = 8k? Z [% cos(2mé) +2n4k2am] ) .1)

m=—0o0 1 - q
We can estimate from the asymptotic representation (3.1) that the phase frequency w will
take only real values if the discriminant of the following quadratic polynomial (in the square

brackets) is negative:

1— 126¢% +7294* 1—30g% +81g*
() [16"‘ ( egTi0g ) ()" =4 (%) ("”)2“} = (o= 0
4.2)

and under the assumption that the terms greater than O(g*) are negligible (¢ = e ~7%). In the
case o = 2/5, after some calculations we obtain the following relation for ¢:

0.3515 < ¢ < 0.8740, (4.3)

7
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which is the condition for the generation of real periodic waves for each real value of the wave
number & (in the case o = 2/5).

(b) The wave number k is purely imaginary. Now, we will assume that k — ik, and
without any limitations, we assume that k > 0. If for every choice of such a purely imaginary
value of k the phase frequency w, given by (3.1), is also imaginary, then for a suitable choice
of the phase shift § we can get again real periodic solutions. Indeed, if i§ — £+ 7 (7 = i¢),
then by using the periodic property of the theta function 6, (i€, ¢) = ¢'/* €65 (i& +w1/2), we
obtain

05 +72/2, 1) _ [%qs, D i} _ s
0:(E +m1/2, 1) 0,(€, q)
Using also the identity (see [15])
% = im;oo tanh[i(z — mme)],
from (2.17) we can write
u(x,1) =2k Y [sech®(& — mme) + 87K ay ], (4.5)

m=—0oQ

where a,, are given by (2.16). We obtained an exact real periodic solution of SGBE, represented
as an infinite sum of spatially located solitary waves, as the location of each wave being
determined by the values of a,, from (2.16).

To summarize at this section, we can say that it is possible to obtain exact real periodic
solutions u(x, f) of the nonlinear equation SGBE employing two different approaches: by
choosing the phase variable £ to be either real or purely imaginary. In both cases real
periodic solutions are generated by an appropriate choice of the phase shift §. At first glance,
the real periodic solutions obtained by the two methods, are completely different. For the
solutions (4.1), we have an infinite superposition of cosinusiodal impulses with different
amplitudes and increasing frequencies. On the other hand, the analytic solution (4.5) is an
infinite superposition of solitary-wave profiles of constant phase, but with varying phase shifts.
Actually, these two kinds of waves are dynamically equivalent. This remarkable feature of the
nonlinear periodic wave to be represented as an infinite sum of solitary-wave profiles is called
‘nonlinear superposition principle’. Toda [16] was the first to show that the cnoidal wave in
the KdV equation can be represented as a double infinite sum of reiterating sech? solitary-
wave profiles. A few authors have subsequently shown that a number of evolution nonlinear
equations possess this property. For example, Parker [6, 15, 17] showed that in practice for the
intermediate long-wave (ILW) equation there is no superposition of solitary-wave solutions in
the traditional sense of the linear theory, but rather superposition of their forms. This can be
explained by the circumstance that the periodic wave velocity is different from the velocity of
the solitary wave satisfying the more general condition u — ug for § — 0o (1 = const).

Despite the fact that the SGBE considered here is not completely integrable, the obtained
real periodic solution (4.5) gives grounds to consider that the nonlinear superposition principle
occurs in this case, i.e. the periodic wave is an infinite superposition of solitary-wave profiles
of the type: sech?(& — nme) + 87*k%a,. In this case each of the profiles stands at a different
ambient level depending on a,,.

For larger values of ¢ — 1, from (4.5) and the dispersion relation obtained before, we can
make the conclusion that the adjacent solitary-wave profiles have a large overlapping area and
their sum forms a cosinusoidal wave with a small amplitude, i.e. for g — 1 the nonlinear effects
are weak and in this case linear effects predominate. When ¢ — 0, a regime occurs where

8
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nonlinear effects become dominant over the linear ones, while the adjacent solitary-wave
forms become more and more differentiated since the length of the wave tends to co.

5. Conclusions

The bilinear transformation method has been applied here to a class of nonlinear sixth-order
generalized Boussinesq-like equations (SGBE) that are not completely integrable. The exact
periodic solutions obtained in this paper show the applicability of this method for some
non-integrable partial differential equations. The representation of the constant of vertical
displacement ¢ in terms of an infinite series allowed satisfying the residual equation (2.8).
Furthermore it showed that unlike the obtained periodic solutions of some integrable or partially
integrable equations [2, 6, 15], every periodic profile of the analytic solution (2.17) has its own
vertical displacement a,,. The displacement is ‘upward’ for a,, >0 and ‘downward’ for a,, <0.
In the above cited works the vertical displacement of the periodic profiles is the same for each
wave. The balance of terms in the residual equation (2.8) by the numbers a,, becomes possible
because of the same order of its terms with respect to the linearly independent functions
exp(2inén),n € Z. It is obvious that if there is such uniformity of the terms of a residual
equation, then the bilinear transformation method would be applicable. We have to mention
here that the above statement is made under the assumption that the residual equation is not
bilinear with respect to the operators D, and D,. If the residual equation possesses a bilinear
structure, as it is the case for the nonlinear equations RLW and RLWBE [6], then the index
parity is usually applied to the individual terms.

The solution (4.5) confirms the well-known nonlinear superposition principle in
mathematical physics, i.e. it represents an infinite sum of solitary waves with different spatial
displacements a,,. Boyd [7] has shown that each solitary-wave profile in the sum (see (4.5))
has the same phase velocity as the periodic wave originating it, but in the general case these
velocities are different. Therefore, in practice there is no real superposition in the conventional
sense accepted in linear theory, but only ‘imbrication’ of solitary-wave forms [7, 15].
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Appendix A. Logarithmic derivatives expressed by the Hirota’s bilinear differential
operators D;, D,

D¢ - D% -
(ln;),,z%; (Ing)e = *;;f;
D¢ (DX -c\
(IHC)xxxx— 24,2 _6< 2§2 > )
Dé¢.¢ 15 15 3
(I Q) exreer = =5 5 —2—§4(ng-§) (D§c~c)+5(Di§~¢).
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Appendix B. The Jacobi theta functions

(o]
0, (&, q) =i Z (_l)nq(n71/2)2ein$(2n71)’ £eC, qg= eim

n=—0o0

o0
— 2 _
6,(&,q9) = Z 61(" 1/2)? oimé(2n 1);

n=—0oo

oo
93(qu) — Z qn“ ein$2n;

n=—00

e = 3 (—1)g" e

n=—0oo

Appendix C. Identities for the Jacobi theta functions

o0 o0
n2 n2+(n—1)2
Y g =00, =0 Y g =4"20,0.4%) = q" 0
n=-—0o n=—oo
o0 o0
2 f n2+(n—1)2
Do =q652; ) @n— 12" =2¢770;;
n=—0oo n=—0o0
o0 o0
2 N/ n?+(n—1)>% N/
Yo ontg =gy /4 Y @n—1ig" Y = 4632 gy
n=—0oo n=—o00
o0 o0
2 / NG n2+(n—1)* ’ 1IN/
Y ntq™ = q(qt;+q*00) /8 Y @n—1)0q" D =8432(q0) + 4%65) .
n=—0o0 n=—o0
References

[1] Hirota R 1973 Exact N-soliton solutions of the wave equation of long waves in shallow-water and in nonlinear
lattices J. Math. Phys. 14 8104

[2] Matsuno Y 1984 Bilinear Transformation Method (New York: Academic)

[3] Nakamura A 1979 A direct method of calculating periodic wave solutions to nonlinear evolution equations.
Exact two-periodic wave solutions J. Phys. Soc. Japan 47 1701-5

[4] Ablowitz M J and Segur H 2006 Solitons and the Inverse Scattering Transform (Cambridge: Cambridge
University Press)

[5] Whitham G B 1984 Comments on periodic waves and solitons IMA J. Appl. Math. 32 353—-66

[6] Parker A 1995 On exact solutions of the regularized long-wave equation: a direct approach to partially integrable
equations: II. Periodic solutions J. Math. Phys. 36 3506—19

[7] Boyd J P 1986 Solitons from sine waves: analytical and numerical methods for non-integrable solitary and
cnoidal waves Physica D 21 227-46

[8] El G A, Grimshaw H J and Kamchatnov A M 2005 Analytic model for a weekly dissipative shallow—water
undular bore Chaos 15 37102

[9] BoussinesqJ V 1871 Theorie de I’intumenscence liquide appelee onde solitaire ou de translation, se propageant
dans un canal rectangulaire C. R. Acad. Sci., Paris 72 755-9

[10] Christov C I, Maugin G A and Velarde M G 1996 Well-posed Boussinesq paradigm with purely spatial higher-
order derivatives Phys. Rev. E 54 3621-38
[11] Christov C I, Maugin G A and Porubov A V 2007 On Boussinesq paradigm in nonlinear wave propagation

C. R. Mec. 335

10


http://dx.doi.org/10.1063/1.1666400
http://dx.doi.org/10.1143/JPSJ.47.1701
http://dx.doi.org/10.1093/imamat/32.1-3.353
http://dx.doi.org/10.1063/1.530977
http://dx.doi.org/10.1016/0167-2789(86)90003-5
http://dx.doi.org/10.1063/1.1914743
http://dx.doi.org/10.1103/PhysRevE.54.3621

J. Phys. A: Math. Theor. 42 (2009) 375501 O Y Kamenov

[12] Maugin G A 1999 Nonlinear Waves in Elastic Crystals (Oxford: Oxford University Press) Oxford Mathematical
Monographs Series

[13] Feng B F, Kawahara T and Mitsui T 2005 Solitary-wave propagation and interactions for a sixth-order
generalized Boussinesq equation Int. J. Math. Math. Sci. 9 1435-48

[14] Lawden D F 1989 Elliptic Functions and Applications (Berlin: Springer)

[15] Parker A 1992 Periodic solutions of the intermediate long-wave equation: a nonlinear superposition principle
J. Phys. A: Math. Gen. 25 2005-32

[16] Toda M 1979 Theory of Nonlinear Lattices (New York: Springer)

[17] Parker A 1992 On the periodic solution of the Burgers equation: a unified approach Proc. R. Soc. A 438 113-32

11


http://dx.doi.org/10.1155/IJMMS.2005.1435
http://dx.doi.org/10.1088/0305-4470/25/7/038
http://dx.doi.org/10.1098/rspa.1992.0096

	1. Introduction
	2. Periodic solutions
	3. Dispersion relation
	4. Real periodic solutions
	5. Conclusions
	Acknowledgments
	Appendix A. Appendix A. Logarithmic
	Appendix B. The Jacobi theta functions
	Appendix C. Identities for the Jacobi theta functions
	References

