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Abstract. We propose method and algorithm for inverse problem resolution of fuzzy linear system of equations in BL-algebras
when the composition is max−t−norm.

INTRODUCTION

The notion of max-min and min-max fuzzy relational equation (FRE) was first proposed and investigated by Sanchez
[21], [22] in 1972-1976 and then extended by Pedrycz [16] and Miyakoshi and Shimbo [15].

The structure of the complete solution set of sup-T equations was first characterized by Sanchez [23] and gen-
eralized to sup-T equations by Di Nola et al. [4], [5]. It now becomes well known that the complete solution set of a
consistent finite system of sup-T equations can be determined by a maximum solution and a finite number of minimal
solutions. The consistency of a system of sup-T equations can be easily verified by checking the potential maximum
solution.

The first step for the resolution of a FRE is to establish the existence of the solution [22]. If the FRE is solvable,
the solution set contains a maximum solution and several minimum solutions [11]. There exist several approaches
for inverse problem resolution in the literature. De Baets [1] provided an analytical method. Peeva [19] proposed a
universal algorithm which improves the algebraic method [17]. An excellent formulation of the inverse problem in
fuzzy relational calculus and a review of all the literature can be found in [1], [6], [11], [12], [20], [18].

While much of the research on FREs has been done specifically for the maxmin case, there is a growing interest
for more general research on sup-t-norm FREs, see [12], [2], [25], [24].

We present here inverse problem resolution in fuzzy relational calculus, when the composition is a max−t−norm.
In Section ”BASIC NOTIONS” we introduce t−norms, BL−algebras and fuzzy matrices. Section ”DIRECT AND

INVERSE PROBLEMS” presents direct and inverse problem resolution for fuzzy relational calculus in BL−algebras.
Section ”INVERSE PROBLEM RESOLUTION” describes method and algorithm for inverse problem resolution for
fuzzy linear system of equations, when the composition is a max−t−norm. Concluding section proposes ideas for
next development.

Terminology for algebra, orders and lattices is given according to [8], [14], for fuzzy sets, fuzzy relations and
t-norms – according to [1], [2], [6], [11], [18], for computational complexity and algorithms is as in [7].

BASIC NOTIONS

Partial order relation on a partially ordered set (poset) P is denoted by the symbol ≤. By a greatest element of a poset
P we mean an element b ∈ P such that x ≤ b for all x ∈ P. The least element of P is defined dually.

The three well known couples of t−norms and s−norms are given in Table 1.
BL−algebra [9] is the algebraic structure:

Applications of Mathematics in Engineering and Economics (AMEE’16)
AIP Conf. Proc. 1789, 060005-1–060005-10; doi: 10.1063/1.4968497

Published by AIP Publishing. 978-0-7354-1453-2/$30.00

060005-1

D
ow

nloaded from
 http://pubs.aip.org/aip/acp/article-pdf/doi/10.1063/1.4968497/13731670/060005_1_online.pdf



TABLE 1. t−norms and s−norms

t−norm name expression s−norm
name expression

t3 minimum,
Gödel t−norm

t3(x, y) =

min {x, y}
s3 maximum,

Gödel
t−conorm

s3(x, y) =

max {x, y}

t2 Algebraic
product

t2(x, y) = xy s2 Probabilistic
sum

s2(x, y) =

x + y − xy

t1 Łukasiewicz
t−norm

t1(x, y) =

max{x+y−1, 0}
s1 Bounded sum s1(x, y) =

min {x + y, 1}

BL = 〈L,∨,∧, ∗,→, 0, 1〉 ,

where ∨,∧, ∗,→ are binary operations, 0, 1 are constants and:

i) L = 〈L,∨,∧, 0, 1〉 is a lattice with universal bounds 0 and 1;
ii) L = 〈L, ∗, 1〉 is a commutative semigroup;
iii) ∗ and→ establish an adjoint couple:

z ≤ (x→ y)⇔ x ∗ z ≤ y,∀x, y, z ∈ L.

iv) for all x, y ∈ L
x ∗ (x→ y) = x ∧ y and (x→ y) ∨ (y→ x) = 1.

We suppose in next exposition that L = [0, 1] and x, y ∈ [0, 1].
The following algebras are examples for BL−algebras.

1. Gödel algebra
BLG = 〈[0, 1],∨,∧,→G, 0, 1〉 ,

where operations are:
Maximum or s3−norm:

max{x, y} = x ∨ y. (1)

Minimum or t3−norm:
min{x, y} = x ∧ y. (2)

The residuum→G is

x→G y =

{
1 if x ≤ y
y if x > y . (3)

A supplementary operation ε is useful

x ε y =

{
y, if x < y
0, if x ≥ y . (4)
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2. Product (Goguen) algebra

BLP = 〈[0, 1],∨,∧, ◦,→P, 0, 1〉 ,

where max and min are as (1) and (2), respectively, ◦ is the conventional real number multiplication (the t2−
norm, i. e, t2(x, y) = xy) and the residuum→P is

x→P y =

{
1 if x ≤ y
y
x if x > y . (5)

Here the supplementary useful operation γ is:

xγy =

{
0 if x ≥ y
y−x
1−x if x < y . (6)

3. Łukasiewicz algebra

BLL = 〈[0, 1],∨,∧,⊗,→L, 0, 1〉 ,

where max and min are as (1) and (2), respectively, and

x ⊗ y = 0 ∨ (x + y − 1) ≡ t1(x, y).

The residuum→L is

x→L y = 1 ∧ (1 − x + y). (7)

A supplementary operation δ is useful

xδy = 0 ∨ (y − x). (8)

Let E , ∅ be a crisp set and A ⊆ E. A fuzzy set Â on E is described as

Â = {〈x, µA (x) 〉 | x ∈ E } ,

where for each x ∈ E, µA : E → [0, 1] defines the degree of membership of the element x ∈ E to Â.
A fuzzy relation (FR) between two nonempty crisp sets X and Y is a fuzzy set on X × Y , written R ∈ F(X × Y).

X × Y is called support of R.
Any FR R ∈ F(X × Y) is given as follows:

R = {〈(x, y) , µR (x, y)〉 |(x, y) ∈ X × Y, µR : X × Y → [0, 1] } ,

for each (x, y) ∈ X × Y .
The matrix A = ( µA

i j)m×n with µA
i j ∈ [0, 1] is called a fuzzy matrix (FM) of type m × n.

When the FR is over finite support, it is representable by FM, written for convenience with the same letter.
For instance, if the FR R ∈ F(X × Y) is over finite support, its representative matrix is stipulated to be the matrix
R = ( µR

xiy j
)m×n such that

µR
xiy j

= µR(xi, y j).

According to this stipulation we describe FR with its corresponding fuzzy matrix. Composition of FRs is pre-
sented by operations with fuzzy matrices.
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DIRECT AND INVERSE PROBLEMS

Two finite FMs A = ( µA
i j)m×p and B = ( µB

i j)p×n are called conformable in this order, if the number of columns in A is
equal to the number of rows in B.

Definition 1. Let A = ( µA
i j)m×p and B = ( µB

i j)p×n be finite conformable FMs. The matrix C = ( µC
i j)m×n, written

C = A∗BL B in BL−algebra is called max−t product or s3−t product of A and B, if for each i, j, 1 ≤ i ≤ m, 1 ≤ j ≤ n
it holds:

µC
i j = max p

k=1

(
tr(µA

ik, µ
B
k j)

)
, (9)

where max is the maximum norm and tr is a minimum norm respectively; for r = 1, 2, 3 see Table 1.
Definition 2. Let A = ( µA

i j)m×p and B = ( µB
i j)p×n be finite conformable FMs. The matrix C = ( µC

i j)m×n, writen
C = A→BL B in BL−algebra is called:

1. t3− →r product of A and B in BL−algebra, if for each i, j, 1 ≤ i ≤ m, 1 ≤ j ≤ n it holds:

µC
i j = t3

p
k=1

(
(µA

ik →r µB
k j)

)
, (10)

where t3 is the minimum norm and→r is a residuum:
→G for r = 1 (see (3));
→P for r = 2 (see (5));
→L for r = 3 (see (7)).

2. s3−
r
→BL product of A and B in BL−algebra, if for each i, j, 1 ≤ i ≤ m, 1 ≤ j ≤ n it holds:

µC
i j = s3

p
k=1

(
(µA

ik
r
→BL µB

k j)
)
, (11)

where s3 is the maximum norm and
r
→BL is the operation (8), (6) or (4), respectively;

r
→BL= δ for r = 1, see (8);
r
→BL= γ for r = 2, see (6);
r
→BL= ε for r = 3, see (4).

Definition 3. When the finite conformable FMs A = ( µA
i j)m×p and B = ( µB

i j)p×n are given, computing the product
C = A ∗BL B or C = A →BL B is called direct problem resolution for ∗BL or for→BL composition of the matrices A
and B.

Direct problem is solvable in polynomial time. Software for direct problem resolution is given in [27]. It provides
the operations in Section ”BASIC NOTIONS” and Section ”DIRECT AND INVERSE PROBLEMS” in MATLAB
environment. The user may compute various compositions: s3 − t, t3 − s, s3-operation, s3-implication, etc.

Let A and B be conformable FMs.

i) The equation
A ∗BL B = C, (12)

where one of the matrices on the left side is unknown and the other two matrices are given, is called ∗BL fuzzy
matrix equation.

ii) The equation
A→BL B = C, (13)

where one of the matrices on the left side is unknown and the other two matrices are given, is called→BL fuzzy
matrix equation.

In (12) and (13) A = (ai j)m× p stands for the FM of coefficients, B = (bi j)p×n – for the FM of unknowns,
C = (ci j)m×n is the right-hand side of the equation, ai j, bi j, ci j ∈ [ 0, 1 ] for each i = 1, ...,m and each j = 1, ..., n.

Solving (12) or (13) for the unknown matrix is called inverse problem resolution for fuzzy matrix equation in
BL−algebra. In this paper we present inverse problem resolution for (12).

For X = (
〈
µi j(x)

〉
)p×n and Y = (

〈
µi j(y)

〉
)p×n the inequality

X ≤ Y

means µi j(x) ≤ µi j(y) for each i = 1, ..., p, j = 1, ..., n.
Definition 4. For the FRE A ∗BL B = C :
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i) The matrix X0
p×m with x0

i j ∈ [0, 1], when 1 ≤ i ≤ p, 1 ≤ j ≤ n, is called a solution of A∗BL B = C if A∗BL X0 = C
holds.

ii) The set of all solutions of (12) is called complete solution set and it is denoted by X. If X , ∅ then (12) is called
consistent, otherwise it is called inconsistent.

iii) A solution X̌ ∈ X is called a lower or minimal solution of (12) if for any X ∈ X the relation X ≤ X̌ implies
X = X̌, where ≤ denotes the partial order, induced in X by the order of [0, 1]. Dually, a solution X̂ ∈ X is called
an upper or maximal solution of (12) if for any X ∈ X the relation X̂ ≤ X implies X = X̂. When the upper
solution is unique, it is called the greatest or maximum solution.

We present finding the greatest solution of fuzzy relational equation (12), we also give a criterion for its consis-
tency.

Theorem 1. Let A and C be finite FMs, and let B be the set of all matrices B, such that A ∗BL B = C. Then:

i) B , ∅ ⇔ At →BL C ∈B;
ii) If the equation (12) is solvable for B then At →BL C is its greatest solution.

iii) There exists polynomial time algorithm for computing At →BL C.

Here At denotes the transpose of A.
Corollary 1. The following statements are valid for the equation A ∗BL B = C:

i) The FRE (12) is solvable iff C = A ∗BL (At →BL C) holds;
ii) There exists polynomial time algorithm for establishing solvability of the FRE (12) and for computing its

greatest solution At →BL C.

In what follows we denote by B̂BL = At →BL C the greatest solution of FRE (12).

INVERSE PROBLEM RESOLUTION

Let’s focus on solving fuzzy linear systems of equations presented in matrix form:

A ∗BL X = B (14)

where A = (ai j)m×n is the matrix of coefficients, B = (bi)m×1 holds for the right-hand side vector, X = (x j)1×n is the
vector of unknowns and ∗BL is according to (9).

The system can be fully written as:∣∣∣∣∣∣∣∣∣∣
tr(a11, x1) ∨ tr(a12, x2) ∨ . . . ∨ tr(a1n, xn) = b1
tr(a21, x1) ∨ tr(a22, x2) ∨ . . . ∨ tr(a2n, xn) = b2
. . .
tr(am1, x1) ∨ tr(am2, x2) ∨ . . . ∨ tr(amn, xn) = bm

(15)

where ai j, bi ∈ [0, 1] are given, x j ∈ [0, 1] marks the unknowns in the system and tr is according to Table 1. In this
paper for the indices we suppose i = 1, ...,m, j = 1, ..., n

Greatest solution
Any solvable max−t-norm fuzzy linear system of equations has unique greatest solution. In order to find all solutions
of the solvable system, it is necessary to find its greatest solution and all of its minimal solutions. Finding the greatest
solution is relatively simple task which can be used as a criteria for establishing solvability of the system. Finding all
minimal solutions is reasonable only when the greatest solution exists.

Classical approach

The traditional approach to solve (15) is based on Theorem 1 and Corollary 1.
If the system (15) is solvable, its greatest solution is X̂ = (x̂ j) = At →BL B.
Using this fact, an appropriate algorithm for checking consistency of the system and for finding its greatest

solution can be obtained. Its computational complexity is O(m.n2). Nevertheless that it is simple, it is too hard for
such a task.
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More efficient approach

Here we propose a simpler way to answer both questions, simultaneously computing the greatest solution and estab-
lishing consistency of (15). Following the approach, proposed by Z. Zahariev [28] for the max − min case, instead of
using Theorem 1, we work with four types of coefficients (S, E, G and H) and a boolean vector (IND).

In the system (15):

• If r = 3 i.e. operation is minimum (t3(x, y) = min{x, y}):
◦ ai j is called S-type coefficient if ai j < bi.
◦ ai j is called E-type coefficient if ai j = bi.
◦ ai j is called G-type coefficient if ai j > bi.
◦ ai j is called H-type coefficient if ai j ≥ bi.

• If r = 2 i.e. operation is the algebraic product (t2(x, y) = xy):
◦ ai j is called S-type coefficient if ai j < bi.
◦ ai j is called E-type coefficient if ai j = bi = 0.
◦ ai j is called G-type coefficient if ai j ≥ bi > 0.
◦ ai j is called H-type coefficient if ai j ≥ bi.

• If r = 1 i.e. operation is the Łukasiewicz t−norm (t1(x, y) = max{x + y − 1, 0}):
◦ ai j is called S-type coefficient if ai j − 1 > bi.
◦ ai j is called E-type coefficient if ai j = bi = 0.
◦ ai j is called G-type coefficient if ai j ≥ bi > 0.
◦ ai j is called H-type coefficient if ai j − 1 ≤ bi.

The algorithm uses the fact that it is possible to find the value of the unknown x̂ j only by the jth column of the matrix
A. For every i = 1, ...,m and depending on the operation, we consider the following cases:

• When the operation is t3
◦ If ai j is E-type coefficient then the i-th equation can be satisfied by ai j∧ x j when x j ≥ bi because ai j∧ x j =

bi ∧ x j = bi.
◦ If ai j is G-type coefficient then the i-th equation can be satisfied by ai j ∧ x j only when x j = bi because

ai j ∧ x j = ai j ∧ bi = bi.
◦ If ai j is S-type coefficient then the i-th equation cannot be satisfied by ai j ∧ x j for any x j ∈ [0, 1].

• When the operation is t2
◦ If ai j is E-type coefficient then the i-th equation can be satisfied by ai jx j when x j ∈ [0, 1] because ai jx j =

0x j = bi = 0.
◦ If ai j is G-type coefficient then the i-th equation can be satisfied by ai jx j only when x j = bi/ai j because

ai jx j = ai j(bi/ai j) = bi.
◦ If ai j is S-type coefficient then the i-th equation cannot be satisfied by ai jx j for any x j ∈ [0, 1].

• When the operation is t1
◦ If ai j is E-type coefficient then the i-th equation can be satisfied by ai j ⊗ x j when x j ∈ [0, 1] because

ai j ⊗ x j = max{0 + x j − 1, 0} = max{x j − 1, 0} = bi = 0.
◦ If ai j is H-type coefficient then the i-th equation can be satisfied by ai j ⊗ x j only when x j = 1 − ai j + bi

because ai j ⊗ x j = ai j + 1 − ai j + bi − 1 = bi.
◦ If ai j is S-type coefficient then the i-th equation cannot be satisfied by ai j ⊗ x j for any x j ∈ [0, 1].

Hence, S-type coefficients are not interesting because they do not lead to solution.
For the purposes of the next theorem, b̂ j is introduced as follows:

• If the operation is t3:

b̂ j =

{
minm

i=1 {bi}, for all i such that ai j > bi
1 otherwise (16)

• If the operation is t2:

b̂ j =

{
minm

i=1 {bi/ai j}, for all i such that ai j > bi
1 otherwise (17)
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• If the operation is t1:

b̂ j =

{
minm

i=1 {1 − ai j + bi}, for all i such that ai j − 1 < bi
1 otherwise (18)

Theorem 2. [6] The system A ∗BL X = B is solvable iff X̂ = (̂b j) is its solution. �
Corollary 1. In a solvable system (15), choosing x j > b̂ j for at least one j = 1, ..., n makes the system inconsis-

tent.
Proof. Suppose b̂ j = bk , 1. Let we choose x j > bk. This means that the left-hand side of the kth equation is

greater than bk and this proves the theorem. �
Corollary 2. In a solvable system (15), for every j = 1, ..., n, the greatest admissible value for x j is b̂ j. �
Corollary 3. If the system (15) is solvable, its greatest solution is X̂ = (x̂ j) = (̂b j), j = 1, ..., n. �
In general, Theorem 2 and its corollaries show that instead of calculating X̂ = At →BL B we can use faster

algorithm to obtain X̂ = (x̂ j) = (̂b j) (presented further in the paper).
X̂ is only the eventual greatest solution of the system (15), because it can be obtained for any system (15), even

if the system is unsolvable, so the eventual solution should be checked in order to confirm that it is solution of (15).
Explicit checking for the eventual solution will increase the computational complexity of the algorithm. To avoid this
in the next presented algorithm this is done by the extraction of the coefficients of the potential greatest solution. For
every (x̂ j) ∈ X̂ we check, which equations of (15) are satisfied (hold in the boolean vector IND). If in the end of the
algorithm all the equations of (15) are satisfied (i.e. all the coefficients in IND are set to TRUE) this means that the
system is consistent and the computed solution is its greatest solution, otherwise the system (15) is unsolvable.

Algorithm 1 Greatest solution of (15).

1. Initialize the vector X̂ = (x̂ j) with x̂ j = 1 for j = 1, ..., n.

2. Initialize a boolean vector IND with INDi = FALS E for i = 1, ...,m. This vector is used to mark equations that
are satisfied by the eventual greatest solution.

3. For each column j = 1, ..., n in A: walk successively through all coefficients ai j, i = 1, ...,m seeking the smallest
G-type coefficient.

(a) If ai j is E-type coefficient, according to (16), (17) or (18) respectively (depending on the operation), it
means that the ith equation in the system can be solved through this coefficient, but b̂ j still should be
found. Correct INDi to TRUE.

(b) For the smallest H-type (which is not E-type) coefficient correct INDi to TRUE. All other H-type (which
are not E-type) coefficients are now insignificant, as they are not leading to a solution. In X̂ correct the
value for x̂ j = b̂ j.
Go to the next j.

4. Check if all components of IND are set to TRUE.

(a) If INDi = FALS E for some i the system A ∗BL X = B is inconsistent.
(b) If INDi = TRUE for all i = 1, ...,m the system A∗BL X = B is consistent and its greatest solution is stored

in X̂.

5. Exit.

Theorem 2 and its corollaries provide that if the system is consistent, X̂ computed by Algorithm 1 is its greatest
solution. With Algorithm 1 X̂ can be obtained in efficient way. In addition there is no need to substitute X̂ in order to
establish consistency of the system.

IND vector proposed first in [17] here is used for a similar purpose. The algorithm uses this vector to check
which equations are satisfied by the eventual X̂. At the end of the algorithm if all components in IND are TRUE then
X̂ is the greatest solution of the system, otherwise the system is inconsistent.
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Lower solutions
It is important that every equation in the system (15) can be satisfied only by the terms with H-type coefficients. Also,
the minimal value for every component in the solution is either the value of the corresponding b̂ or 0. Along these
lines, the hearth of the presented here algorithm is to find H-type components ai j in A and to give to Xlow j either the
value of the corresponding b̂ when the coefficient contributes to solve the system or 0 when it doesn’t.

Using this, the set of candidates for solutions can be obtained. All candidate solutions are of three different types:

• Lower solution;
• Non-lower solution;
• Not solution at all.

The aim of the algorithm is to extract all lower solutions and to skip the second and third types. In order to
extract all lower solutions a new method, based on the idea of the dominance matrix [20] in combination with list
manipulation techniques is developed here.

Domination

For the purposes of presented here algorithm, a modified version of the definition for domination is given. Original
definition can be found in [20].

Definition 1. Let al and ak be the lth and the kth equations, respectively, in (15) and bl ≥ bk. Equation al is called
dominant to ak and equation ak is called dominated by al, if for each j = 1, ..., n it holds: if al j is H-type coefficient
then ak j is also H-type coefficient.

Extracting lower solutions

Lower solutions are extracted by removing from A the dominated rows. A new matrix is produced and marked with
Ã = (ãi j) where ĩ = 1, ..., m̃, m̃ < m for obvious reasons. It preserves all the needed information from A to obtain the
solutions.

Extraction introduced here is based on the following recursive principle. If in the jth column of Ã there are one
or more rows (̃i∗) such that coefficients ãi∗ j are H-type then x j should be taken equal to the smallest b̃i∗ and all rows
ĩ∗ should be removed from Ã. The same procedure is repeated for ( j + 1)th column of the reduced Ã. ”Backtracking”
based algorithm using this principle is presented next:

Algorithm 2 Extract the lower solutions from Ã.

1. Initialize solution vector Xlow0 ( j) = 0, j = 1, ..., n.
2. Initialize a vector rows(̃i), i = 1, ..., m̃ which holds all consecutive row numbers in Ã. This vector is used as a

stopping condition for the recursion. Initially it holds all the rows in Ã. On every step some of the rows there
are removed. When rows is empty the algorithm exits from the current recursive branch.

3. Initialize sols to be the empty set of vectors, which is supposed to be the set of all minimal solutions for current
problem.

4. Check if rows = ∅. If so, add Xlow0 to sols and go to step 7.
5. Fix ĩ equal to the first element in rows, then for every j = 1, ..., n such that ãi j is H-type coefficient

(a) Create a copy of Xlow0 and update its jth coefficient to be equal to b̃i. Create a copy of rows.
(b) For all k̃ in rows if ak̃ j is a H-type coefficient, remove k̃ from the copy of rows.
(c) Go to step 5 with copied in this step rows and Xlow0 , i.e. start new recursive branch with reduced rows and

changed Xlow0 .
6. Exit.

General algorithm
The next algorithm is based on the above given Algorithms 1 and 2.
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Algorithm 3 Solving A ∗BL X = B.

1. Obtain input data for the matrices A and B.
2. Obtain the greatest solution for the system and check it for consistency (Algorithm 1).
3. If the system is inconsistent go to step 6.
4. Obtain the matrix Ã.
5. Obtain all minimal solutions from Ã and B (Algorithm 2).
6. Exit.

Algorithm 2 (Step 5) is the slowest part of the Algorithm 3. In general this algorithm has its best and worst
cases and this is the most important improvement according to algebraic-logical approach from [20] (from the time
complexity point of view). Algorithm 2 is going to have the same time complexity as the algorithm presented in [20]
only in its worst case.

CONCLUSIONS

The proposed software [27] is for direct and inverse problem resolution. The next step for investigation and realization
will be the inf −s-norm case.
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