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Abstract:  The paper presents a nonlinear adaptive closed loop system design with nonlinear adaptive state and parameter observers and 
tuning functions based nonlinear adaptive control for trajectory tracking. The closed loop nonlinear adaptive system is asymptotically sta-
ble with respect to the tracking and state estimation errors and Lyapunov stable for the parameters estimation errors. This is achieved by a 
nonlinear damping technique. An advantage of the approach is that the overdamped performance of the closed loop nonlinear adaptive 
system is guaranteed in its whole range of operation. The approach is applied to a permanent magnet synchronous motor driven inverted 
pendulum for illustration.  
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INTRODUCTION  
 

 
 

Generally a nonlinear adaptive closed loop system design in-
corporates an adaptive nonlinear state observer and an un-
known parameters estimator. The known system information 
includes the system structure, the input and the output signals 
only. The nonlinear adaptive state observer design requires 
transformation of the original nonlinear system into an appro-
priate nonlinear canonical form [1, 2, 6, 8] being usually adap-
tive observer canonical form (AOCF) [6]. The necessary con-
ditions for transformation into AOCF are stringent and limit 
the class of the transformable nonlinear systems. Another 
problem is that most often the transformation is dependent on 
the parameters, which requires exact parameter estimation. 
The known approaches in this field, put the requirement for 
persistent system excitation [1, 2, 6, 7] to achieve exact esti-
mation, but it conflicts with the closed loop system control 
goals. In that sense, a relevant solution of the objective non-
linear adaptive control task can be achieved by unification of 
the nonlinear adaptive control, nonlinear adaptive state ob-
server, and nonlinear adaptive parameter estimator designs in 
one approach. Various methods considering closed loop adap-
tive control with adaptive nonlinear observers [3, 4, 5, 13], 
based on classical methods for nonlinear adaptive control [9, 
10] deal with the problem. The paper presents a unified ap-
proach for closed loop adaptive system design with nonlinear 
adaptive state and parameter observers applied for nonlinear 
adaptive control of a non-salient pole permanent magnet syn-
chronous motors (PMSM) [11, 12] via a transformation into 
AOCF. The nonlinear adaptive tracking control design is ac-
complished by the adaptive tuning functions approach [5, 10].  
 

PROBLEM STATEMENT 
 
The original objective nonlinear system is firstly presented in 
observer canonical form  

θFAxx )u,y( , 0)0( xx   (1a) 
Cxy  (1b) 

where the matrix pair ),( CA  is in single-output Brunovski ca-
nonical form, pRθ  is the unknown parameter vector and 

pnR)u,y( F . The filtered transformation for second order 
systems has the following form  

θ
m
0

xxz 







)( , (2a) 

)u,y(λ βFmm  , )0(0 mm   (2b) 

where p1R m , 12 b/bλ  , ]1,b/b[ 12β . It transforms 
system (1) into the adaptive observer canonical form  

θbωAzz T , 0)0( zz  , (3a) 
Czy , (3b) 

The vector p1T R ω  reads )u,y(T CFmω   and 1nR b  
is a Hurwitz polynomial. The adaptive nonlinear observer for 
the system (3) has the form  

)ŷy(ˆˆˆ T  NθbωzAz , 0ˆ)0(ˆ zz  , (4a) 

zCˆŷ  , (4b) 
with the observer gain matrix N . The observer error zzz ˆ~   
has the dynamics  

θbωzNCAz ~~)(~ T , 0
~)0(~ zz  . (5) 

The adaptive parameter estimation dynamics θ
̂

 is designed 
via the direct Lyapunov method. A positive definite Lyapunov 
function candidate  

θΓθzPz ~~
2
1~~

2
1V 1TT

o
  

is defined whose total time derivative assuming that the pa-
rameters are constant )( 0θ  will be  

)ˆ~(~~)]()[(~V 1TTTT
o θΓzPωbθzNCAPPNCAz

   (6) 
with )( NCA  stable. The observer error dynamics (5) is with 
strictly positive real transfer function, the Kalman-Yakubovic 
lemma holds, hence  

CPb T , (7) 
where P  is the solution of the Lyapunov equation  

QNCAPPNCA  )()( T . (8) 
The adaptive parameter estimator dynamics is  

0
ˆ Γτθ 
 , )0(ˆˆ

0 θθ  , (9) 

where )ẑy( 10 ωτ  is the observer tuning function that will 
later be used in the adaptive control synthesis. Considering (7) 
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and (8) the derivative (6) becomes  
zQz ~~V T

o  . 
According to the La-Salle-Yoshizawa convergence theorem 
for non-autonomous nonlinear systems the observer error z~  
will be asymptotically stable while the parameter errors θ

~  are 
only Lyapunov stable. Let the number of unknown parameters 
be 3p . Then the adaptive tuning functions tracking control 
design starts with the derivative of the output for system (3)  

2
T

222 z~ẑθωy  θω  (10) 

where 222 z~ẑz   and T
31 ]ω,0,ω[ω . Let 2ω  be the fil-

tered transformation signal 2m  and its dynamics  
umλm 22  ,  

includes the control u. That is why, 2m  will be the virtual 
control. The tracking problem is turned into a stabilization task 
by defining the error coordinates transformation  

r1 yye   (11a) 

αyδ̂me r22    (11b) 

where δ̂  is the estimate of 2θ/1δ  , α  is the stabilizing fun-
ction and ry  is the reference trajectory. The tracking error 1e  
dynamics obtained from (10) and (11a) considering (11b) 
reads  

r2
T

22r21 yz~ẑθ)αyδ̂e(e   θω . 

Scaling the stabilizing function as αδ̂α   the above equation 
reduces to 

r2
T

22r221 yz~ẑθ)αy(δ̂θee   θω . (12) 
The task is to stabilize (12). We use the Lyapunov function  

θΓθ
~~

2
1δ

~
γ2

|θ|e
2
1V 1T2

δ

22
11

 ,  

whose derivative along the solution of (12) is  

,)e))αy(δ̂(ˆ(
~

)e)αy(γ

δ̂)θ(sign(δ
~

θγ)z~ẑθ̂eˆα(eV

12r
1T

1rδ

22
1

δ2222
T

11

vωθΓθ

θω















 (13) 

where T
2 ]0,1,0[v . The δ̂  dynamics  

1r2δ e)αy)(θ(signγδ̂  


, )0(δ̂δ̂0   (14) 

2
T

11111 ẑˆedecα  θω , 
with 0d1  , 0c1  , where the damping term 11ed  is added 
to suppress the destabilizing effect of the error 2z~ , reduces 
equation (13) to  

)ˆ(
~

z~eedθ̂eeecV 1
1

21
2
11221

2
111 τθΓθ    ,  

where  

12r1 e)αy(δ̂ vωτ    

is the first tuning function. The sign indefinite term θ̂ee 21  will 

be eliminated with the next step. The last term in 1V  can be 

eliminated via the parameter estimator dynamics 1
ˆ Γτθ 
 , but 

at this stage it will be postponed to avoid overparametrization. 
The error 2e  dynamics is  

)θ~θ̂z~ẑ(
y
ααyδ̂umλe TT

22r22 ωωμ
μ










   (15) 

where TT
231r ]ˆ,ẑ,m,m,y,δ̂[ θμ . The stabilization of (15) is 

achieved via the recursive Lyapunov function  

1
2
22 Ve

2
1V  ,  

whose time derivative considering (15) is  

),ˆ(~z~eedθ̂eeec

)z~
y
α)θ̂ẑ(

y
ααyδ̂umλ(eV

2
1

21
2
11221

2
11

2
T

2r222

τθΓθ

ωμ
μ























 (16) 

where 212 e)y/α( ωττ   is the second tuning function. 
The adaptive control design has to eliminate all sign indefinite 
terms, hence  

,e
y
αd

ecθ̂e)θ̂ẑ(
y
ααyδ̂mλu

2

2

2

2221
T

2r2
























 ωμ

μ


 (17) 

where 0c2  , 0d2  . The last term 2
2

2 e)y/α(d   aims to 
damp the 2z~)y/α(   term. The completion of squares is made 
with the damping term. That is why, the sign indefinite terms 
including 2z~  become sign definite. Replacing the adaptive 
control law (17) into the derivative (16) gives 

).ˆ(~z~
d4
1

d4
1

d2
z~

e
y
αd

d2
z~

edececV

2
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The stability of the closed loop system is analyzed via the 
Lyapunov function candidate  

o2 VVV  .  
Its time derivative reads  

),ˆ(~~~z~
d4
1

d4
1

d2
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y
αd

d2
z~

edececV
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where 023 τττ   is the last tuning function. With the param-
eter estimator update law  

3
ˆ Γτθ 
  (18) 

the above derivative reduces to 

.~~z~
d4
1

d4
1

d2
z~

e
y
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The stability of the whole system depends on the matrix Q . If  











2

1

q0
0q

Q  

for 0q1  , 3
21

2 c
d4
1

d4
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
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
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
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 (19) 

will be negative semi-definite with respect to θ~ . The asymp-
totic stability of the tracking and state observer errors follows 
from the La-Salle-Yoshizawa convergence theorem, which 
completes the nonlinear adaptive control design.  
 

APPLICATION OF THE APPROACH 
 
The approach is applied to a permanent magnet synchronous 
motor (PMSM) driven inverted pendulum system. The PMSM 
in rotating dqo coordinates, controlled in current mode, has a 
state space system model in observer canonical form  
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uθ)ysin(θx
yθxx

212

321








 (20a) 

1xy  , (20b) 
where 1x  is the mechanical angle, 2x  is the rotor speed, u  is 
the control current di . The model parameters are  

J/mglθ1  , J/ψn2/3θ pmp2  , J/bθ3  ,  

where m  and l  are the pendulum mass and length, J  – total 
moment of inertia, g  – gravity acceleration, pn  – number of 

pole pairs, pmψ  – magnets flux linkage magnitude and b  is 

the viscose friction coefficient. The matrix )u,y(F  for the sys-
tem (20) is  















0u)ysin(
y00

)u,y(F .  

Hence, the filters (2) will be  

)ym(λm
umλm

)ysin(mλm

33

22

11













 

Then the vector Tω  takes the form  
]ym,m,m[ 321

T ω .  
The system in adaptive observer canonical form (3) reads  

133221122

33221121

b/)θ)ym(θmθm(bz
θ)ym(θmθmzz








 

1zy   
with adaptive nonlinear state observer (4)  

)ŷy(nb/)θ̂)ym(θ̂mθ̂m(bẑ

)ŷy(nθ̂)ym(θ̂mθ̂mẑẑ

2133221122

133221121








 

1ẑŷ  ,  
observer error (5)  

)ŷy(nθ~)ym(θ~mθ~mz~z~ 133221121   

)ŷy(nb/)θ~)ym(θ~mθ~m(bz~ 2133221122  .  
and adaptive parameter estimator dynamics (9) with observer 
tuning function 0τ   

)ŷy(]ym,m,m[b T
321

1
10  τ .  

Following the procedure described in the previous section the 
next tuning functions are computed  





















)ym(e
ee
me

31

21

11

1τ , 
























))θ̂+d(cδ̂+ey)(e(m
))θ̂+d(cδ̂+m(ee
))θ̂d(cδ̂e (em

311213

311212

311211

2τ ,  

























)))θ̂dc(δ̂ee(bz~)(ym(
))θ̂dc(δ̂me(ebz~m

)))θ̂dc(δ̂ee(bz~(m

b2
1

31121113

311212112

31121111

1
3τ .  

The tuning functions kτ  3,2,1,0k   define the final parameter 
estimator dynamics (18), (14)  

)))θ̂dc(δ̂ee(bz~(mγ)b2(θ̂ 311211111
1

11  


 

)))θ̂dc(δ̂me(ebz~m(γ)b2(θ̂ 3112121122
1

12  


 

)))θ̂dc(δ̂ee(bz~)(ym(γ)b2(θ̂ 311211133
1

13  


 

)θ̂)ym(θ̂mẑy)dc(e(eγ)θ(signδ̂ 33112r1111δ2  


.  
The complete adaptive control law is  

2
33112r111δ12 )θ̂)ym(θ̂mẑye)dc((γe)(θ(signu    

 
222223

2
31

2
11

1
1 ec)1θ̂δ̂(mb2δ̂)γ)ym(γm(z~)b2(  


311

2
112r1112r

1 m(eγme)ẑy)(dc(2z~n2y2((2   

31
2
1211211213

2 m(γmd)dc(2(e)(dc((δ̂θ̂e2δ̂)γ)y   

)γ)ym(γm(eẑ2())θ̂mθ̂m(2δ̂)γ)y 3
2

31
2
12222113

2   

33221122311 m(2θ̂)θ̂m2θ̂m2)δ̂ed2ym)(dc(2δ̂   

)ysin(θ̂δ̂))θ̂)δ̂edy 1
2
322  .  

As it was proved in the previous section the Lyapunov func-
tion derivative (19) is strictly negative definite with respect to 
the state observer and tracking errors and semidefinite with re-
spect to the parameter estimation errors.  
 

SIMULATION AND SYSTEM TIME RESPONSES 
 
The PMSM synchronous servomotor used is Lenze 
MDSKS071-03 with the following parameters: nominal power 
– 2PN  kW, nominal torque – 7.5TN  Nm, nominal AC 
voltage – 330UN  V, nominal current – 2.4IN  A, torque 
constant – 37.1kT  Nm/A, stator resistance – 4.3Rs  Ω , 

moment of inertia – 4106J  2m.kg , stator inductance – 
6.10Ls  mH, number of pole pairs – 3np  . The pendulum 

attached to the shaft is determined by the mass 5.0m kg, link 
length 5.0l  m, and the gravity constant 81.9g 2sm  . The 
closed-loop adaptive system including the nonlinear adaptive 
state and parameter observers with adaptive tuning functions 
control is dynamically simulated at initial conditions 

T
0 ]0,0[x , T

0 ]0,0[z , T
0 ]0,2.0[ˆ z , T

0 ]0,0,0[ˆ θ , 

0δ̂0  , T
0 ]0,0,0[m . The reference trajectory is the state 

vector of a second order linear system with double real pole 
5p12  . The adaptive tuning functions control law is defined 

by the parameters 100c1  , 1c2  , 10dd 21  . The ob-

server gain matrix is T]2500,100[N  which sets a double 
pole 50  for the obsever dynamics. The parameter estimator 
gains are 10000γγ 21  , 15γ3  , 10γδ  . Figure 1 displays 
the evolution of the closed loop adaptive system 
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Figure 1: Adaptive system and state observer errors 

I - 291



tracking and adaptive state observer errors. The dynamics of 
the estimated parameters is depicted on figure 2. The control 
input u which is the motor torque current in rotating dq 
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Figure 2: Parameter observer dynamics 

 
coordinates di  and the currents in original abc coordinates are 
given on figure 3. The qi  current is asymptotically stabilized 
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Figure 3: Control currents dynamics 

 
at zero. The tracking of the reference trajectory is achieved by 
the closed loop adaptive system with the prescribed 
overdamped performance specification. The parameter esti-
mates are only Lyapunov stable while the state observer is as-
ymptotically stable.  
 

CONCLUSIONS 
 
The paper investigates the task for adaptive tracking control of 
a synchronous motor driven inverted pendulum with state and 
parameter adaptive observers. The adaptive tracking control is 
designed by the application of the adaptive tuning functions 
approach. The adaptive state observer is designed by trans-
formation in adaptive observer canonical form and provides 
asymptotically stable state tracking. The adaptive parameter 
estimator is designed via the direct Lyapunov method and en-
sures only Lyapunov stability of the parameter estimates. The 
closed loop nonlinear adaptive tracking control system with 
embedded adaptive nonlinear state and parameter observers 
achieve the prescribed overdamped tracking performance spec-
ifications by asymptotically stable state tracking and Lyapunov 
stable parameter estimation.  
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