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Abstract

The paper presents a new general approach for exact unknown parameter estimation in nonlinear adaptive control
systems, without imposing the persistent excitation requirement. The proposed approach modifies the basic adaptive
parameter estimator dynamics and is based on a generalization of the prediction error concept and the introduction of the
stable data accumulation concept. The modified estimator dynamics is of least-squares type and the resulting closed loop
adaptive system is asymptotically stable with respect to the tracking and parameter estimation errors. This property is
achieved by controlling the rank of the data accumulation matrices. The advantage of the new approach is the exact
parameter estimation achieved in one transient response without using the standard excitation techniques. The approach
is applied to a DC motor driven inverted pendulum for illustration.
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Introduction generalization of the prediction error concept is

The exact unknown parameter estimation in based on the nonlinear swapping techniques found in
nonlinear adaptive control is an attractive problem,[4]- The plant model and control design are taken
which does not have a general solution yet. Theffom [6, 7]. As a result, exact unknown parameter
standard techniques for achieving exact estimatior€Stimation in one ftransient response without
rely on sufficiently rich reference trajectories or perS|_stent _excnatlon is achieved and illustrated by
persistent excitation of the control system and thethe simulation example.
recent results in this field [1, 2, 3, 5, 8] are not an
exception. These requirements are in contradiction Problem Statement
with the control goal determined by technological = The nonlinear systems considered are of the form
considerations and are therefore irrelevant. Thisx =f (x,u)+G(x,u)0, (1a)
paper considers the exact unknown parametery=p(x). (1b)
estimation task in nonlinear adaptive control without n ; m o
imposing any excitation or special trajectory Here XU, ubl, yo™, 60" are the state,
requirements on the controlled nonlinear dynamics.control, output, unknown parameters vectors, and
The attention is focused on constructing a f(x,u):0"xO" - O", G(x,u):O0"xOr" - O™p,
sufficiently rich information process, embedded in pyy. 0 _ m are known nonlinear mappings.
the adaptive controller by defining and manipulating
S;If :nrﬁglt i ;nf;)rr;];:t(ér;q (\:/gzriigrl:])(leei&wrfi\ (?h 'irs]foirnrgﬁgggy Assumption 1: It is assumed that the control task is

connected with the unknown parameter estimationl'® tracking of a reference trajectopy(t), whose
error. The main information channel is the well time derivatives are bounded, and a certain nonlinear

known prediction error and the paper provides aadaptive control design approach has been applied to
generalization Of the prediction error Concept. The obtain the basic adaptive control and estimation laws

data accumulation concept is introduced on the basish(t) =a(x,é,(§,t), (2a)
of this error which is the main tool for achieving ~
exact unknown parameter estimation without 6 =T';B(z,x,0,t). (2b)

persistency of excitation. The idea is to dynamically It is further assumed that the closed loop nonlinear
construct a full rank transformation matrix between adaptive system dynamics in error coordinates
the unknown parameter vector and a known suitably ;0 is of the form

defined mapping vector. The data accumulation , _ - N~
concept considers some results in [2]. The introducedz_fz(z'e’t)JrGZ(Z’B"[)e : (3a)

100



HAYYHHU TPYJOBE SCIENTIFIC WORKS

TOM LX Y XT VOLUME LX
“XPAHUTEJIHA HAYKA, TEXHUKA U ,FOOD SCIENCE, ENGINEERING AND
TEXHOJIOI'MHA - 2013 TECHNOLOGY 2013
18-19oktomepu 2013 IlioBauB == 18-19 October 2013, Plovdiv
0=-T,B(zx,0,t), (3b)

Lemma 1: Let the state estimate vectof10™, the
matrix W, J0™ and the signale00™ be
described by the vector-matrix differential equations

where the vector function, 0O™, G,O00™,

and pO0OP? are locally Lipschitz with respect to,

0, uniformly in t, with the propertyf, (0,0,t) =0, R=-A (x—R)+f +GO+K W, 0, (6a)
B(0,x,0,t)=0. .Moreover, there exists a known W, =AW, +K G, W, (0) =0, (6b)
Lyapgnov func?on of th(iior_r?~ < -AZ, E(0)=6,(0), (60)
V(z,0)= 1/2z'z+ (1/2)0' T, 0, (4)

composed in view of the original nonlinear system
dynamics (1), wher& , =diagk,,...,k, )>0 and

A, =diag, ,...,A, ) <0 are design matrices. Then

whose total time derivative with respect to the closed
loop adaptive system dynamics (3) is

V(z,0)=-2'Cz+0"(B-T;%)=-2'Cz, (5) B -
where C= diagc,,....c,), T, = diag(ys, .. 7s,) the relationW, 0 =¢, with ¢, = K, (e, —€) holdsOd

are positive definite design matrices ahet 0 —8 is Data Accumulation Concept

the unknown parameter estimation error. = The main idea behind the data accumulation

: : : ._concept is the dynamic construction of a coordinate
The main purpose of assumption 1 is to summarize,

o : . transformation between th@ parameter space and
the results from the application of a given nonlinear ) .
. : , the space spanned by a suitably defined vector
adaptive control design method. Assumption 1 ot . .
ensures the global stability of the closed loop system¥(D)UO™". The vectory (t)is a mapping of the
(3), along with the asymptotic stability af (tand  original vector® in new coordinates defined as
the Lyapunov stability of the parameter estimation W(t)=Q(t)0, (7

error 0 (t). This is due to the negative semi-definite- where Q(t) J0OP® is the coordinate transformation.

ness of the derivativ®/(z,0 , which is not explicity T Q(t) has full rank then the transformation (7) is a

dependent orp (t)Hence, exact estimation of the diffeomorphism. The dynamics @ (& chosen as

unknown parameters cannot be provided. Moreover,Q = ~A,@Q, ~Q)W,R,W,, Q(0) =0, (8)
most of the existing methods for nonlinear adaptive The key idea behind the definition (8) is to control
control deliberately eliminate the explicit depen- the rank of the transformation matri@ (tja the
dence of the total derivative \on the unknown reference design matriQ,. The dynamics (8) can

error a(t) via the adaptive estimation law. Negative be interpreted as a stable data accumulation process,

definiteness of Von @ has to be provided in order with the accumulated information matrix being

to achieve guaranteed exact parameter estimationQ(t) . It can be shown that if the inpW/ R, W,
This is the main idea behind the exact estimationhas full rank for a sufficient time period, then the
approach presented in this paper, which is realizednatrix Q (t) will converge to its referenc®, . The
by generalization of the prediction error concept andconvergence toQ, is not necessary for achieving
the concept of the stable data accumulation. S

exact parameter estimation, but the full rank of the
data matrix Q (t) is sufficient to guarantee exact

parameter estimation, as it will be shown later. In
this sense, the introduction of the referer@g in

the dynamics (8) provides a way of controlling the
rank of Q (t), and on the other hand stabilizes the

data accumulation process, ensuring tQat vitl)

Prediction Error in x-Coordinates

The construction of an algebraic connection
between the system trajectories (@and the

unknown parameter® is the main idea of the pre-
diction error concept. Based on this connection, an

estimateX depending on the estimated parameéars _ . - .
can be defined. The erraz, =x %X is called pre- remain bounded. Now, differentiating (7), conside-
" X

diction error and can be used in the adaptation for'NY the rellat|0n0=0+0 and lemma 1, we obtain
e . . ~ the dynamics
providing indirect information aboud (1)The next

y=- - T + 0 =0.
lemma presents a generalization of the predictionw ArQr ~QWy Ry (6, + W,8), w(0) =0 (9)
error concept for nonlinear systems of the form (1).
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which is implementable. Rewriting (7) with respect W, (t)
to the estimated vectay(t) gives N(t) = oW | (13)
w(1) =Q(1)6 (10) The vector { can also be represented in the form

and the mapping error ~ A A A
{=C-C, where {=NO and {=NO. Now let us

V(O =w() -9 (1) =Q(1)6 (1) |
) - introduce the matrix
becomes known. Like the prediction error, the . o
mapping error also provides indirect information M(t)=N"(OIN(t), M(t)dd™™, (14)

about the estimation error. The main difference iswith the positive-definite block-weighting matrix
that the rank ofQ (t)is controllable, while the rank r. o
Fz;:{ :|,[‘CDD”+FN\+D

X
of W, (t) is not. The data accumulation concept is 0T
v

summarized in the next lemma. . .
and T, =diao(y, ,---.74,), T, :d|ag(ywl,...,ywp).

Lemma 2: Let the signal®Q (t) w(t), andy (t)are  The matrixM (t) is symmetric and at least positive
generated by the equations (8), (9) and (10),semi-definite by definition. The modification
composed in correspondence with lemma 1, Wheredynamics éu will be designed on the basis of the

R, =diaqr, ,...,r, )>0, A,=diagQ, ,...,A, )<0 .
X _g(xl _X") _r o, rp) well known least-squares methodology. For this
are design matrices an@, is a constant reference purpose let us define the following cost function

matrix with full rank. Then all signal® , v, and v 1 A ~
gnalR. v AN 52 2T () =67 (ONT (I [E(x) ~N(D) &)}k
are globally bounded and the connectiQ® =y 2 ~
holds, wherey =y — is the mapping error. O The estimatesd (t)should be updated so that the
cost functionalJ maintains a minimum along the
Modification for Exact Estimation complete trajectory® (t) This is equivalent to
The idea behind the modification for exact esti- minimizing the weighted squared prediction error
mation concept is to achieve negative definiteness OfQT(t)FgC(t)- The mathematical description of the

V with respect to bothz (t)and 8 (t). Let the least-squares methodology is
adaptive estimation law dynamics is modified into aJlaé(t) -0 aZJ/aéz(t) >0,

9=06,+0,. The partial derivativeJ/ 00 (tran be evaluated as
The term@, describes the basic adaptive estimator _9J :J'tNT(T)FCN(':)d’Eé(t)_J.(;NT(T)FQC:(T)dT-

dynamics, which stems from the application of a o0(t)

. . A . Let
given control design method. The tefip describes e_l .
the modification for exact estimation dynamics, P (t)=fON (DT N(z)dr. (15)
which can be freely designed. In order to achieveThen, the extremum condition becomes
explicit dependence of \bn 0 (t) the dynamicsﬁu PL(t)0(t) =I;NT(r)FCC(r)dr. (16)

has to include indirect information about the The extremum can only be a minimum, because
estimation error into the estimation law. According .o, 45, _ (t\,T

to lemmas 1 and 2 such information is contained ina J/90°(1) _.[oN (O N(r)de 2 0.

the signalsg, (t)andy (t), which are also available Now, differentiating (16) and considering that
for feedback. Let us define the augmented vector ~ P7(t) =NT ()T N(t). (17)
¢=[er,y']", cOO™Pe we obtain

which can be. interpreted as the f[otal prediction error.P—l(t)é(t) - NTFg;C _ NTFQN(A) — NTFgE .

Then, according to the relations in lemmas 1 and 2

Ez N(t)a, (12) The modification dynamicsﬁu is defined on the
whereN(t) 00 ™P® is defined as the block matrix ~ basis of the last equation as
0, =P(t)N'T . =P ()M ()6 =P(t)n, (18)

where (12) and (14) are considered and the vector
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p= NTFQQ =M(1)0, (19)  convergence statements (23) follow from the

assumption thatrankQ(t)=p, Ot>t,. Indeed, the
full rank of Q(t) implies that the matrixN (t)
defined by (13), also has full rank and hence, the
matrix M(t)=N'T' N is positive-definite Ot >t, .

called the modifier is defined. The dynamics (18) is
implementable, becausg is available troughg,
and y . On the other hand, by using the property

d _

a[ PP]=0 Then the derivative (25) can be represented as
it can be shown that V(z,0)< -G |zf —%|§|2: W(z,0)<0, Ot > t,,
P=-PM(1)P. (20) Z

With the results so far we are ready to state the nexvhere ¢, =1y, (C) and my =2, (M (1)) Dt2t,

theorem, which describes the modification for exact@nd according to the LaSalle-Yoshizawa theorem
estimation concept. [4], the modified closed loop adaptive system (22)

will converge to the invariant set, where
Theorem 1: Let the basic adaptive estimation law tIirr;W(z(t),(;(t))=0.
(AZb)AiS ondified 0 Haence, it follows that (23) holds, which completes
0=0,+0, =P()(B+n), (21) the proof. O
with the modifierp defined as in (19) and the gain
matrix P(t) dynamics described by (20), with
P (O):diag(yel,...,yep) >0. In addition let there

Remark: The standard technigues for exact
estimation are a special case of the proposed

approach, withM (t) =W, W, , and require that the
exist a time instantt; <eo after which the accu- matrix W, (t) is "persistently exciting”. This can
mulated data matrbQ (tymaintains full rank. Then  only be achieved by including excitation terms in the

the equilibrium (z,0) =0 of the modified closed control or the reference trajectories and practically
loop adaptive system results in positive-definiteness d¥l  (tHowever,

7=f, (z,é,t)+GZ(z,6,t)6, (22a) the_pro_posed ap_proach does not need such str_lr_lgent
N _ excitation requirements, because the positive-
0=—-P(t)(B+M(1)0), (22b) definiteness ofM (t)is controlled with the help of

is globally uniformly asymptotically stable, i.e. the accumulated data matr@q  (tptrictly speaking,
limz(t)=0, lim ﬁ(t) =0. (23) in order for Q (t) to converge to a full rank matrix

t> o to o0

and the exact estimation of the unknown parameterdhe input W, R, W, in the dynamics (8) has to be

is guaranteed. O "sufficiently exciting”. This excitation requirement

however is greatly relaxed in comparison with the
Proof: The basic Lyapunov function candidate (4) standard ones, and can be satisfied just after one
can be rewritten witl", =P (tas transient response, as it is illustrated later with the
V(z,0)= Q272+ 1/2)8"P (1), (24y ~ Simulation example.
Considering (5) and the time-varying natureRof , (t) Application of the Approach
along with the fact that the symmetry & (0) The proposed approach is applied to a current-fed
implies thatP™ (t)is symmetric for allt, the total DCt moto; d”‘éen m_veorlted _pﬁndglum nonlinear
derivative of (24) with respect to the modified closed system, whose dynamic description Is

loop adaptive system dynamics (22) will be X1=X%2 (26a)
/(2.0 Py A P ~ X ,=—0,SinX,;—0,X,+0
V(z0)=-2'Cz+0"(B-PI(00)+ W20 P, 2 o EeTs

Yy =Xq, (26b)

The last expression is transformed into _ N
V(z 6)=—ZTCz—(1/2)6TM(t)§<O (25) where x, is the pendulum angular position [rad],
after taking into account (17), and the modified X2 IS the angular velocity [rad/s]y is the motor
parameter estimator dynamics (21). The negativearmature currerftA], and
semi-definiteness of (25) proves the global uniform mg| b K

Lyapunov stability of the equilibriunfz,8) =0. The T aem) T 2 @rmiy e

m

~o+mP)
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are the unknown system parameters. The control andoefficient b= 04 Nms and gravity constant

the basic parameter estimation laws (2) are designed
via the adaptive backstepping approach, resulting in

U=9,0,,

(27)

o =Ygt CiY g Xp)+Z—CZ,+0,SinX, +0,X,,

0=T,B(z,x), 5, =—vs,s19n(03),Z;,
where z,=y,-X;, Z,=-Cz;+X,

B=F z,sinx,~2,%x,,0]", 0=[0,,0,,0,]".

-Vq4, and

Here 82

is an estimate of the unknown parameigr=1/0, .
Apparently, the control system does not estimate thejouble pole A=- 3 The desired pendulum

unknown parameterf,. The basic closed loop

system error dynamics reads

g= 981 m/s®. The simulation is performed from
zero initial conditions with design matrices

A, = diag-10-10), A, = diagf 10-10-10),

Ky =diag22), R, =T, = diagl010), v;, = 01,

C = diag3030), P (0F diagb0QL00LO),

I', = diagloQLo0L0), Q, = diag302010) .

The closed loop system time responses are shown in

figures 1 and 2. The reference trajectory is generated
via a second order linear reference model with

positioning angle is chosen to ke=r rad. This set
point is the worst case scenario for the parameter

7= “CZ "7 (28a)  estimator, because at this angular position all system

Y =7 ¢ 0.sinx.—0 500 (28b) signals are identically zero and thu_s all data channels
=2 C£27 Yy 17 UK~ 0050, ’ are closed. Nevertheless, all original system model

ALyapunov function for the closed loop systemis  harameters are exactly estimated in one transient

V(z, 0, 82) -—z 7+ 19 1“‘19+ 1051 822, response only. In contrast, the closed loop adaptive

2 2y, system without the modification does not estimate

which is of the form (4), witle =[z,,z,]" . The total

derivative of this function with respect to the closed 20

loop system error and basic parameter estimatol 0,

dynamics is 15

V(2)=-z'Cz. [

The above derivative is negative semi-definite with () 10
respect to the estimation error only and as a resul l

exact estimation cannot be achieved.

5
The objective system (26) and the closed loop éf
system (28) have to be presented in the general forr I e S S
(1)—(3), in order to apply the proposed methodology

for exact parameter estimation. This is accompllsheo
by considering the relations = 82(12, 8 =9, 8

63=63+63, into the basic closed

loop error

dynamics (28) which gives the vector-functions

f(x,U) = X2|. ¢ = ~G4 T2
’ 0] * [zimczy+a,(09,

0 0

G(xu)=G, = _
=6, [—smx1 - X,

|

o

Thus, the modified closed loop control system con-
sists of the control law (27), estimation law (21),
gain dynamics (20) and filters (6), (8), (9) and (10).

Simulation and System Time Responses
The physical parameters used in the simulations

are the pendulum masa= 05 kg, pendulum length

=05 m, moment of inertia =) 00341lkgm?,

torque constant K= 048\m/A, viscous friction

% 1 2 3 t [s]
4=
0 .
? 0,=0,
3 \
(b) 2 \\
e2
1 ‘/’_ __________ gb_ _________
yd 05=0 2
% 1 2 3 L[]
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0.8 is satisfied for bothg2 = P x,Zxkn or 52 z0,
/"——“—_“"EE """""" X, =xkn, k= 012,.... Therefore, in steady stafg
0.6f 0 A may not be exactly estimated when=+kr , but is
]
,," R guaranteed to be exactly estimated whegr# +kr .
() 0.4 £ 5, A possibility to estimates, exactly is to use the fact
d, that the true value 06, can be computed after the
0.2 R ] ~
0, transient response. Then the er@r is known
0 and thed, parameter estimator can be modified into
0 1 2 3 t [s] 2 . A~
85 = ~Y5,519N0)a,2, + ¢, 1/65-8,), G, >0.
04 3 The result is given on figure 1d. This modification
4 provides exact estimation of the paramety,
0.3 02 regardless of th, steady state value. In this way,
all control system parameters are exactly estimated.
(d)o.2
Conclusions
0.1 The paper has presented a new general approach
for exact unknown parameter estimation in nonlinear
0 adaptive control systems. The approach presumes
0 1 2 3 t[s] that a known nonlinear adaptive control design
Figure 1: Parameter estimates responses (modified method is applied for the objective nonlinear system.
estimates —, unmodified estimates ---) Then, the basic adaptive control system is modified
and the modification is based on a generalization of
[rad] the prediction error concept and introducing the
Ya=X, concept of the stable data accumulation. This results
3 / in an asymptotically stable closed loop adaptive
/ system with respect to both the tracking and the
2 parameter estimation errorg (tand 0 (t). The
/ asymptotic stability is provided by control of the data
1 accumulation dynamics to achieve full rank of the
matricesQ (t)and M (t). The unmodified adaptive
0 system cannot estimate the unknown parameters
0 1 2 3 t[s] exactly. The major advantage of the new approach
Figure 2: Trajectory tracking response proposed is that exact parameter estimation is

achieved by the closed loop adaptive system in one
exactly any of the unknown parameters, seen by thdransient response only, without imposing the
unmodified estimated® 6° 6° 3b. Hence. the Standard excitation techniques, even for systems that
1 2 3 2 ’

. . do not generate enough information naturally.
proposed approach greatly improves the adaptive g g y

system performance. This is due to the fact that the
matrix Q(t) maintains full rank as required by _
The support of Research Fund Project No.

theo.rem 1, and a§aresth (s)§p03|t|ve definite . 132PD0013-19 from NIS in Technical University
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