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 Theoretical Considerations 
 upon Electromagnets Energetics

 Aida Cornelia BULUCEA, Doru Adrian NICOLA, 
  Nicolae BOTEANU and Daniel Cristian CISMARU

Abstract. In the paper have been approached in a unitary 
and original mode two essential aspects in the 
electromagnets theory: 1) the determination of the energy 
stored in the field of a electromagnet without elements in 
movement and the evaluation, on this basis of the static 
and dynamic inductances of the circuit, and 2) the 
establishment of the expression of the mechanical work 
done by the field forces when the electromagnet armature 
is in moving. The obtained results are a direct application 
of the theoretical electrotechnics in the electromagnets 
domain.

Keywords: electromagnet, energetics, inductance, 
magnetic field, mechanical work

 Introduction
 The electromagnets are component elements of many 
control and protection electrical equipments, constituting 
the motor element in the construction of the 
electromagnetic contactors, relays, circuit-breakers and 
switchers [5]. Because of the importance of the 
electromagnets in the realization of the electric equipments, 
their study at a high level it is imposed. In this paper will 
be approach in a unitary mode two essential aspects in the 
electromagnets theory: 
 1) The determination of the energy stored in the field of 
a electromagnet without elements in movement (an 
electromagnet with the "immobilized" armature) and the 
evaluation, on this basis of the static and dynamic 
inductances of the circuit. 
 2) The establishment of the expression of the 
mechanical work done by the field forces when the 
electromagnet armature is in moving.

Magnetic Field Energy in Case of Fixed 
Armature

 It is considered an electromagnet [3] with a 
ferromagnetic core, the armature being "immobilized", like 
in the Fig.1. The excitation coil (made from copper Cu) has 
w turns, having the electric resistance r [ ]. At the sudden 
connection (at the moment t = 0) of the excitation winding 
to a constant voltage source U=ct., it will appear the 
current "i", which will increase  [2] (see Fig.1), from the 
value 0 to the steady-state regime value Is=U/r, following a 
curve like that represented in Fig.1. 

 Fig.1. Electromagnet with fixed armature. Applied 
voltage u and current evolution with time i=i(t)

 In the current diagram i = i(t) from Fig.1., the quantity 
L/r=  represents the delay time electric constant of the 

circuit. Normally, the current i  reaches the steady-state 
regime value I s  after 5)-(4 .
 From the analytically view point, during the transient 
regime, all electromagnetic processes of the circuit are 
governed [6] by the Electromagnetic Induction Law. 
Consequently, there have been obtained the following 
equations: 

(1)

 w=
dt

d-=e

e=ri+U-

 Therefore, it can be written: U = ri + d /dt, meaning 
that the applied voltage to the electromagnet winding 
terminals it is balanced (in the transient regime) by the drop 
voltage "ri" (on the coil resistance) and by the 
electromotive back force "-e=d /dt" induced in the coil 
(and caused by the total flux variation  = w ).
 As a result of the mathematical calculus, it will 
obtained the energetic balance equation during the transient 
regime of the electromagnet [4]: 

(2) di+dtir=dtUi
0

2
t

0

t

0

or: 
(3) W+W=W mJ
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where: dtUi=W
t

0

represents the electric energy 

delivered by the supply source;

dtir=W 2
t

0
J is the energy lost by Joule effect, and 

di=W
0

m represents the energy stored in the 

magnetic field.

 Consequently, the magnetic field energy Wm it is 
obtained from the source energy W after the energy losses 
WJ (in the coil) are covered, meaning Wm=W-WJ.
 When the transient regime it is "extinguished" (in the 
moment when winding current reaches the steady-state 
value Is = U/r) the magnetic flux also arrives to the constant 
value corresponding at the stationary regime =ct. After 
this moment (when d  = 0) the magnetic field energy 
remains constant and the whole energy taken from the 
source W will be spent entirely in covering the coil 
conductor losses W = WJ.
 On the other hand, because the total magnetic flux (of 
the winding with w turns) =w  depends on the fascicular 
magnetic flux  = BS and because the induction curve B = 
f(H), corresponding to the core magnetizing characteristic 
it is non-linear, as a result  the total flux  will depend by 
the current  = f(i), after a curve like that represented in 
Fig.2. The linear dependence figured at the position (a), 
meaning the straight line  = Li, with L=ct. corresponds to 
the excitation coil without ferromagnetic core (coil "on the 
air"), while the non-linear curve =f(i) figured at the 
position (b) corresponds to the winding on a ferromagnetic 
core.
 The shape of the curve (b) it is reproducing the non-
linearity of the core magnetizing characteristic and it is 
depending both on the dimensions and the type of the core 
material, and on the total magnitude of the electromagnet 
air gap. 

 Corresponding to the non-linear curve =f(i) from the 
position (b), the magnetic field energy Wm (in the case of a 
constant air gap) has, like a graphical interpretation, the 
magnitude of the hatched surface, meaning: 

(4) )(01 surface=di=W 1
0

m1

1

 For any point of the characteristic =f(i), the positive 
ratio between the total magnetic flux  and the current i it 
is defining the static own inductance Ls (see Fig.3.): 

(5)
tg=(i)L=L

0>
i
(i)=L

ss

s

 The static inductance Ls is variable and depends on the 
current i, like in Fig.4 [1]. 

 In the case of the ferromagnetic core windings it is 
defined (punctual) the dynamic inductance Ld (see Fig.3.) 
by the relations: 

(6) tg=(i)L=L;|
di

d=L ddi=id 1

 For instance, if dL/dt=0 (when L it is independent with 
time), then the inductance necessary in the Electromagnetic 
Induction Law is the dynamic inductance Ld:

 Fig.2. Electromagnet characteristic =f(i): 
 (a)=coil "on the air"; 
 (b)=coil on the ferromagnetic core

 Fig.3. Defining static inductance Ls

 and dynamic inductance Ld

 Fig.4. Curves of static Ls=f1(i) 
 and dynamic Ld=f2(i) inductances
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L=
di

d=

dt
di

)
dt
d(--

=

dt
di
e-=L

dt
diL-=e

d

 The dynamic inductance Ld is variable and depends on 
the current i (see Fig.4.).

 Mechanical Work Done in Moving Armature
 To any energized electromagnet, the electromagnetic 
forces will approach the armature to the core and will have 
as a result the air gap reduction. 
 For the evaluation of the mechanical work L12 done by 
the field forces (when the armature is in moving) it will be 
considered an electromagnet (see Fig.5.), characterized (in 
the initial state) by the air gap magnitude 1 and by the flux 
curve =f1(I) on which, in the steady-state regime, the 
operation has been stabilized in the point 1, with the 
coordinates I1 and 1 (see Fig.5.a). 
 After the attraction armature, the final state will 
describe by the air gap 2 (with 2< 1) and by the flux 
characteristic =f2(I), on which it is found the stabilized 
operation point 2, with the coordinates I2 and 2, like in 
Fig.5.b. 

 On the basis of the relation (4), the magnetic field 
energy in the initial state Wm1 and respectively, in the final 
state Wm2 will be proportional with the hatched surfaces in 
Fig.5.: 

(7a) )(01 surface=di=W 1
0

m1

1

(7b) )(02 surface=di=W 2
0

m2

2

 Moreover, it is admitted that the phenomena evolution 
from the initial state 1 to the final state 2 has been produced 
very slowly, so that all intermediary states would be 
stationary. Therefore, in the plan (I, ), all intermediary 
balance points will be on the passing curve (between 1 and 
2)  = (I), like in Fig.6. 
 In these conditions, during the armature moving (from 

1 to 2) it is producing a double energy change between 
the source and the field: on one hand, the electromagnet 
takes from the source the energy Wm (proportional with 
the hatched surface corresponding to the flux variation 
from 1 to 2 on the evolution curve (I) in Fig.6.): 

(8) )12( surface=di=W 21m

2

1

and, on the other hand, the magnetic field forces effect the 
mechanic work L12 (corresponding to the displacement 
of the electromagnet armature). 
 Therefore, in the absence of the losses forces, the 
energetic balance of the electromagnet at the state - 
quantities variation due to the armature moving will be 
described by the equation: 
(9) L+W=W+W 12m2mm1

 Consequently, it results the done mechanic work: 
W-W+W=L m2mm112 , with the graphical interpretation 

corresponding to the relations (7)  and (8):

(10)
(012) surface=)(02 surface-

-)12( surface+)(01 surface=L

2

21112

 The mechanic work L12 done by the magnetic field 
forces when the electromagnet armature is in moving will 
be equal with the surface (012), bounded by the curves 

=f1(I), =f2(I) and by the evolution curve  = (I).
Graphical, the aria (012) it is the hatched surface in Fig.7. 

 Fig.6. Evolution curve = (I) and magnetic 
 energy Wm at armature moving

 (a)

(b) 
Fig.5. Characterization of initial (a) and final (b) 
states of electromagnet with armature in moving
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 In the plan (IO ), the most simple evolution curves 
(I) from the state 1 to the state 2 are parallel straight lines 

with the axes (see Fig.8.): 

 - at a constant current I=I1=const., when the evolution 
is produced by the straight line '12  or 
 - at a constant flux = 1=const., when the evolution is 
following the straight line 12" .
 In such cases, the mechanic work L12 (on the basis of 
the graphical interpretation as before) it is calculated, 
approximately, with the following relations: 

a) At I = ct. (when the evolution it is made on the 
straight line '12 ); L12 = L12', where: 

(11)
I2

1=I)-(
2
1

)2 surface(0=L

112112

12 '1'

b) At  = ct. (when the evolution it is made on the 
straight line 12" ); L12 = L12", where: 

(12)
I2

1-=)I-I(
2
1-=

=)I-I(
2
1)12" surface(0=L

121121

21112"

Conclusions
 1. Due to the existence of the two inductances (the 
static one Ls and the dynamic one Ld), the "danger" of the 
double interpretation appears many times, on the results 
always "gliding" the suspicion. Only if the coils are 
without ferromagnetic core (when  = f(i) is a straight 

line) the two inductances (static and dynamic) are the same 
Ls = Ld = L and  = Li. 
 2. This particularity it is maintaining in the case of the 
magnetizing characteristic linearity (when =Li, with 
L=const.) and the magnetic field energy W'm1 calculated 

with the relation (4) becomes 
2L

=W
2
1

m
'
1 . Because 1 = 

Li'1 it will result 2
1

'
1 'Li

2
1Wm . On this basis it is evaluated 

the unique inductance L of a circuit, if there are known the 
magnetic energy W'm1 and the corresponding current value 
i'1:  L = 2W'm1/i'12.
 3. From the theoretical developments there have been 
obtained graphical interpretations of the classic formulas 
for the calculation of the mechanical work, both at the 
constant current (I=ct.) and at the constant flux ( =ct).
Thus, the approximation from the results (11) and (12) 
consists in the equivalence between the curved triangles 
surfaces 012'and 012" with the surfaces of some fictive 
triangles, with the same basis and the same height, but with 
straight sides. 

 4. With the general expression I
2
1=W m of the 

magnetic energy, the mechanic work L12' (11) and L12" (12) 
(done in moving the armature) can be expressed in a 
unitary mode by the formulas |W=L ct.=Im1212' and

|W-=L ct.=m1212" .
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Magnetostatic moments method dedicated to electotechnical
devices modeling 

Olivier Chadebec, Jean-Louis Coulomb, Fleur Janet and Gérard Meunier  

Abstract: This paper proposes a review of the 
magnetostatic moments method (MoM) applied to model 
electromagnetic devices. This method is now well-known 
for its “light weight” and its simplicity of 
implementation. Its main advantages are the non-
requirement of an air region mesh and a coarse mesh of 
the ferromagnetic material. It leads to very fast 
resolution and very accurate field, force and moment 
computations. The paper proposes a state of the art of 
this approach and shows some efficient realizations.

Keywords: Magnetostatic, moment method, point-
matching approach, simplified moment method,  

I. Introduction 
Magnetostatic Moments method (Magnetostatic MoM) is 
now known as a powerful approach to model 
electrotechnical devices. Developed more than thirty year 
ago by Harrington [1], several academic codes like 
RADIA [2] or CALMAG3D [3] have already shown the 
reliability of the approach. Nowadays, it can be an 
interesting alternative to classical FEM methods in some 
situations.  

In this method, only ferromagnetic material parts are 
divided into elementary elements with a constant 
magnetization affected on each of them. These elements 
are called moments and the distribution naturally respects 
Maxwell’s equations. The main idea of the approach is 
that the magnetic field is created by the inductor sources 
and all the moments defined in the problem. With a point 
matching technique, which ensures the validity of the 
materials constitutive laws, a system is obtained. It 
remains to solve it to obtain the value of the moment and 
then to compute the magnetic field everywhere. Force or 
flux can thus be easily computed too. 

The main advantage of the approach is that air (or 
equivalent) does not require any mesh. Only 
ferromagnetic materials and magnets are meshed and 
often with coarse subdivisions. It leads to very high speed 
resolutions and to high accuracies for stray field 
computations, in comparison with FEM. Most part of 
references found in the literature deals with this use of 
moment method. However, others interesting application 
can be found.  

The method could be called a “light weight” approach 
because of its simplicity of implementation, its speed and 
above all its efficiency to solve complex problems with 
very few numbers of unknowns. It is why this method is 

particularly well adapted for multi-static studies with 
motion or optimization strategy (no mesh of the air 
region is required at each step and the evaluation of a 
problem is very fast). Finally, the method can easily be 
inverted and so gives very good results for magnetization 
identification.  

However, to apply moment method to all these 
applications is not without difficulties. The use of this 
approach needs a good knowledge of the physical 
phenomena and of the numerical method. In opposition to 
FEM, which is very general, the moment method requires 
a high level of how-to skill.  

This paper proposes a review of this method based on 
significant applications. First, we will sum up the main 
concepts of the theory. Linear and non linear models will 
be considered. Different kind of element will be shown in 
order to reduce the computation times and increase the 
accuracy of the method. Moreover, we will show some 
numerical realizations. 

II. Basic theory 

A - Standard equation 
Let us consider a magnetostatic problem composed by 

some ferromagnetic regions and coils in which currents 
flow. Equations governing the problem are: 

0div B  (1) 
JHcurl  (2) 

We must add the classical following material law [4]: 

HHMM remind )(f  (3) 
where Mind is called the induced magnetization of the 
material and Mrem is the permanent one. It is usual to 
divide the magnetic field H into the summation of two 
terms: H0, the source magnetic field created by currents 
and Hred, the reduced magnetic field created by the 
ferromagnetic material. As we have, 

JH0curl  (4) 

we can conclude that the reduced magnetic field derives 
from a scalar potential: 

)P()P()P( redgradHH 0  (5) 

where P is a point located everywhere in the domain 
region. The reduced scalar potential is equal to [5]: 

dV).(
4
1)P(

V
3r

rMM remind  (6) 
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where V is the volume of ferromagnetic material and r 
the vector between the integration point and the point P 
where the field is expressed. Let us notice that the 
expression (6) ensures the validity of (1). By calculating 
the gradient of (6), we get thus an equation for the 
magnetic field.  

dV)
r
1

r
).(3(

4
1

dV)
r
1

r
).(3(

4
1)P()P(

Vmagnet
35

V
350

rem
rem

ind
ind

MrrM

MrrMHH
 (7) 

In the integral terms, readers will recognize the standard 
expression of field created by a dipoles volume 
distribution. 

B - Mesh of the device 
Let us consider a device composed of several magnets 

(Vmagnet) with a known magnetization Mrem, inductors in 
which flows static currents I and ferromagnetic parts (V) 
with unknown magnetization Mind (see Fig.1.). 

Fig.1. Device under study, with magnets, inductors and 
ferromagnetic parts meshed into volume elements  

The ferromagnetic material is meshed into J volume 
elements and the magnets are divided into K volume 
elements too. Let us assume that magnetizations are 
uniform in each element of the ferromagnetic material 
and in the magnets. Equation (7) becomes: 

K

1k
k

V
35

J

1j
j

V
35

n
0

dV)
r
1

r

).(3
(

4
1

dV)
r
1

r

).(3
(

4
1)P()P(

k_magnet

j

rem_k
rem_k

ind_j
d_ji

Mr
rM

Mr
rM

HH

(8) 
Now, Let us define an orthogonal basis in each volume 
element for the magnetization. As equation (8) is linear, it 
can be rewritten as it follows: 

indrem0 mfmgHH )P()P(  (9)

where coefficients mind and mrem define magnetizations 
in each local basis, {g} is a (3 3K) matrix, {f} is a (3 3J) 
matrix. Let us notice that [mrem] is a (3K 1) vector and 
[mind] is a (3J 1) one.  

C - Point-matching method 
A simple way to obtain an approximate solution of (7) 

is to ensure that this equation will be satisfied at discrete 
points in the region of interest. This procedure is called 
point matching approach. In our method, chosen points 
will be the barycenter of each element i of ferromagnetic 
regions. Equation (9) will be written at each barycenter of 
each element and projected in its local basis.  

1) Linear material law 
In the case of a linear ferromagnetic material, the 

relation between the magnetization and the field is: 

HMind 1r (10) 

By combining (9) and (10), we can write a linear system: 

rem0indd mGhmFI (11)

with 3 J unknowns. Id is the identity matrix, and [h0] the 
source field at each barycenter projected in local basis. It 
can easily be computed by analytical or numerical 
computation of Biot and Savart’s law. Let us notice that 
in this model, equations (1) and (2) are satisfied by 
construction. In fact, the moment method solves (10) (i.e 
the material law) by a numerical approximation (i.e. a 
point matching approach). 
The system obtained is square and full. This is the main 
drawback of the approach. In fact, for large meshes, the 
matrix of this system become too memory consuming and 
required too many time to be solved. It is the most 
important drawback of the method in comparison with 
the finite element one. 

2) Non-linear law 
For a non-linear material, an iterative algorithm is 

required (relaxation) using the equation (3). In some 
cases, the convergence is difficult to reach, but some now 
well-known techniques can ensure and improve the 
convergence speed [6]. 

III. Integration improvements 

A - Reduction of the singularity 
The main difficulty in moment method is the 

computation of matrix F coefficients (and/or G matrix 
too). If we compute the influence of element j at the 
barycenter of element i, the coefficient have the following 
expression.

ij
j bbr
rb

),dV)
r
1

r

).(3
(

4
1(f j

V
3

ij
ij5

ij

ij
ij

j

(12)
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where  ,  denotes the classical scalar product operator. 
Let us notice that (12) is a (3 3) matrix for volume 
element. In particular, for i=j (computation of the 
influence of an element on itself), even if this integral is 
analytically convergent, the use of numerical integration 
can lead to artificial numerical singularity (i.e. Gauss 
integration points are too close from the matching point). 
Moreover for an unspecified element shapes, no 
analytical solution for (12) can be found.  

A well-known solution is to consider that all the 
elements are spherical (or better ellipsoidal). Equation 
(12) has thus a very simple expression in all the cases [7]. 
However, if this technique can be acceptable to compute 
the field created by magnet in air, it can lead to important 
inaccuracies when ferromagnetic materials are taken into 
account.

The best solution is to use the well-known equivalent 
surface charge distribution. As we said, the magnetization 
Mind is constant on each element. Its divergence is equal 
to zero on the volume. On this assumption, the field 
created by the volume is exactly the same that the field 
created by a surface charge distribution Mind.n located on 
the surface delimiting the volume [5] (the vector n is the 
external normal of V). The advantage of this approach is 
to present a reduced singularity (~1/r2) in comparison 
with (12) (~1/r3). Equation (12) becomes thus: 
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The integral can be computed analytically [6] [8], so with 
a great accuracy. However, formulae are complex to 
implement and their evaluation can increase the 
computation time. It is thus possible to use numerical 
Gauss technique. It allows us to use a vectorized 
algorithm (“for” loops are replaced by matrix 
manipulations). Computation time decreases, but the 
accuracy decreases too. 

Fig 2. Computation of the influence of a cube volume element 
on itself (point-matching at the element barycenter). The 
magnetization is parallel to a face. Curve shows values of (13) 
obtain for different number of Gauss points and compared with 
analytical solution. 

As it is shown on previous figure, an important 
number of integration points (16 for a square surface) is 
needed to ensure an error inferior to 0.5%. This number 
still leads to high computation time even if a vectorized 
algorithm is used. Our preferred solution is to use a 
limited number of integration points (4 per rectangular 
faces for example) and to recompute matrix terms which 

represent the influence of an element on itself with an 
analytical integration. It allows us to increase the speed of 
the algorithm, the accuracy remaining very good. 

B - Other elements 
For some particular geometries, the direction of 

magnetization in the device can be known. Equation (13) 
is thus simplified and number of unknowns is 
significantly reduced. In this section, we present two 
different kinds of elements: Surface one which allows to 
model shells and line ones dedicated to rods modelings. 

1) Surface elements 
Let us consider a ferromagnetic shell. We consider 

that the permeability of the sheet is high and that the 
thickness e is small in comparison with other dimensions. 
The field in the sheet is mainly tangential and constant 
through the thickness of the shell [9]. Equation (13) 
becomes then: 
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The shell needs thus to be meshed only by surface 
elements (elements are not meshed in the thickness). 
Charges are then located on segments delimiting the 
surface elements. Surface integration becomes thus line 
ones and only two bases (b1,b2) tangential to the surface 
element are used (n is the external normal of the element 
and is tangential to it). It allows us to reduce significantly 
the number of unknowns. Analytical and numerical 
integrations can be provided. Reference [10] compares 
obtained results. 

2) Line elements 
Let us now consider a device composed of 

ferromagnetic rods (small section s and high 
permeability). By applying the same approach that in 
previous section, we can model the rod by segments (line 
elements) with charges located at the extremity of each of 
them. Equation (13) becomes: 
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Only one basis is need (b1 tangential to the line element). 
In some particular case, an high mesh density is 
necessary to take into account important variation of the 
magnetization along the rod. The length of elements may 
become so small that the section of the rod cannot be 
neglected any more. Special integration, taken into 
account the shape of the section can thus be provided 
[11]. 

IV. Post-processing 

A - Stay field computation 
The stray field created by the device can easily be 
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computed with (8). The main advantage of the method is 
that the air region is not meshed, so no numerical noise 
decreases the accuracy of the stray field computation. The 
method has already shown good results in shielding 
effects computation or magnetic signature of 
ferromagnetic hulls. A combination of FEM and moment 
method can lead also to interesting results [12]. This 
method seems easier to implement than the use of infinite 
modeling tools in FEM or coupling with BEM. 

B - Forces and moments computations 
The computation of force acting on the ferromagnetic 

devices can be obtained with the following equation [5]: 
N

1i Si

dS)( iiext .nMBF (24) 

where Bext is the induction created by all the devices 
(inductor, magnets and ferromagnetic regions) except the 
ferromagnetic region considered. Moments can easily be 
computed too. The method leads to accurate and really 
fast computations for devices composed with magnets 
and with a high leakage field (Magnetic Micro-actuator 
for example), for which a high density of mesh is needed 
in FEM modelings. Let us notice that the use of 
Maxwell’s tensor integration on a surface surrounding the 
region can reduce the computation time significantly. 

V - Some numerical example 

A - Modeling of an actuator 
In this section, we present a classical application of 

magnetostatic moment method. Let us consider an 
actuator. It is composed by two ferromagnetic cylindrical 
columns carrying two inductor coils. Between these two 
columns, another one, with a rectangular section, is 
composed by a permanent magnet and ferromagnetic 
material. A bottom support and a top pallet channel the 
induction. The goal of this section is to compute the force 
acting on the pallet without any current in coils. Let us 
notice that the device has a symmetry plan. The problem 
is solved with the 3D commercial software Flux3D. The 
force obtained is 25.24N.  

The actuator is now modeled by moment method. The 
first step is to mesh the active ferromagnetic parts and the 
magnet by volume elements. A standard FEM mesh 
generator is used. It is usual to use mapped elements 
(hexahedral and prism elements). In fact, in the 
magnetostatic moment method relevant elements must be 
used. Their shape must be chosen to ensure that the flux 
will be well-channeled. Indeed, tetrahedral elements often 
lead to numerical difficulties (bad condition number of 
the matrix obtained). With such a mapped mesh, the 
integration is made and the problem solved. The force is 
computed thanks to (24). It is equal to 22.88N. The 
method provides an error of 10%. 

Fig. 4. Magnetization distribution (A/m) obtained with a 
standard mesh. Moments directions are not represented 
( r=2000).

Even if the error provided by MoM is not so bad (less 
than 10% with few elements), the result cannot be 
considered as satisfying and must be improved. In fact, 
this result has mainly two causes. The first one deals with 
the mesh at the interface between cylindrical columns and 
the bottom support. As we can see on Fig.4., some prism 
elements have a very high magnetization in comparison 
with their neighbors. A numerical problem seems to 
occur there. In fact, in this area, the flux makes a strong 
direction change (90 degrees). As we have already said, 
the shape of elements must help the flux to have a good 
direction and prism element, in this device, does not. A 
simple solution consists in changing both cylindrical 
columns in equivalent ones with square same sections. In 
fact, the reluctance of the circuit will be not modified (nor 
the flux), and the force will be the same. This result has 
been verified with a FEM modeling. With this 
assumption, only hexahedral elements can be used. 
However, this numerical trick is not sufficient, because 
one another main problem occurs. Let us remember that 
the magnetic field (and so the force) is calculated thanks 
to equivalent charge distribution. In fact, charges are a 
representation of the flux (see (13)). A good way to apply 
moment method is to imagine where these charges are 
going to have the highest variation and then to refine the 
mesh in this area and not elsewhere. It allows to keep an 
acceptable number of elements. In our device, the 
permeability is high thus the ferromagnetic material well-
channeled the induction flux. Charges on most part of 
interfaces between elements are going to cancel 
themselves (the eternal normal are in opposite directions) 
except where the flux goes through the columns to join 
the pallet (air gap of the actuator). It is thus a good 
solution to refine the mesh there (top of the two square 
equivalent columns and bottom of the pallet). Let us 
notice that the magnetization of magnet being known, no 
mesh refinement is needed in this region. The mesh and 
magnetizations obtained are presented in fig.5. Let us 
notice also that non-conformal mesh is used. This is one 
of the main advantages of the method in comparison with 
FEM where the use of non-conformal mesh is not 
obvious. The computed force is equal to 25.04N (less 
than 1% in comparison with FEM). This problem is a 
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good example of moment method use to model devices 
with complex magnetic circuit geometries. 

Fig. 5. Magnetization distribution (A/m) obtained with an 
adapted mesh.  

B - Simplified moment method 
This section deals with the study of a current 

transformer which generates consequent magnetic 
leakage due to saturation. The goal is to found an 
electromagnetic model as light as possible (few 
unknowns so very fast resolution) to allow a global 
optimization strategy (coupling with electronic supply). 
The chosen method is the magnetostatic MoM used with 
very few elements, in which some directions for 
magnetizations are imposed (see Fig. 6.). This approach 
will be called “simplified moment method”. 

Fig.6. Mesh of a currents transformer with 8 volume elements. 
Only 7 unknowns are necessary to describe the problem 
(symmetries). 

Simultaneous resolutions of (9) with a non-linear 
material law (see section II.C.2) make it possible for a 
couple of current currents (I1,I2) to determine magnetic 
state of the device, for which can be deduced the flux 
under the secondary coil. A response surface of this flux 
can thus be built. Each time step, I2 is obtained reading 
I2(I1, 2). Due to physical relation connecting current 
transformer variables, I2 can be deduced from I1. Let us 
notice that the use of “light” moment method leads to an 
acceptable response surface time computation. 
This approach is reliable and accurate while the 
magnetization can be considered as constant in each 
element (this is the case for high saturation level in the 
magnetic circuit). However, for low current values, 
magnetizations will be not uniform. According to our 
own experience, to refine the mesh in the current 
transformer could lead to accurate results but this solution 
is too time consuming to build the response surface. 

To improve the results at low currents levels, the main 
idea is to combine moment method with reluctance 
network method, well-known for its accuracy in 
nonsatured cases. This approach is equivalent to restore 
the Ampere’s law in the matrix and vector coefficient of 
(9) and is explained in [13]. The combination of two very 
simple models (a reluctance network and a MoM) for two 
different cases of operation modes (saturated and 
nonsaturated) can thus lead to accurate modeling of 
complex devices. Figure 7 shows results obtained with 
this approach and compares them with classical FEM and 
measurements. 

Fig.7. Comparison with the results obtained by MoM, FEM and 
measurements for the currents transformer. Computation times 
of MMM are divided per 10 in comparison of FEM. 

VI - Conclusions 
In this paper, we have shown different potentialities 

of the magnetostatic moment method. Based on a point 
matching approach of the material law, this numerical 
method is easy to implement and lead to small matrix 
systems and therefore to fast resolutions. The approach 
has demonstrated its ability to solve accurately problems 
with consequent magnetic leakage (permanent magnets 
structure like microsytems, magnetic shieldings,…). 
However, for devices with complex magnetic circuit, a 
good knowledge of the numerical approach is needed to 
avoid high mesh density which leads to an unacceptable 
increase of the memory space.  

Moreover, according to us, one of the main 
advantages of the method is to allow inverse modeling 
easier than with traditional FEM. The models being very 
light, optimization strategies and identifications can be 
advantageously provided. 

All the numerical examples showed in this paper have 
been solved with a software package implementing the 
magnetic moment method and called LOCAPI. 
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Numerical computation of the induced voltages in a pipeline using  
special interpolation functions  

Dan Doru Micu, Emil Simion and Laura Cret 

Abstract: In the paper are evaluated the induced 
potential in pipeline based on the subdivision of the zone 
of influence AC Power Lines / pipeline in a relatively 
great number of sections in order to be able to determine 
voltages at many positions along the pipeline. Is 
presented a practical case of subdivision of the zone of 
influence in sections (a circuit model) and is calculated 
with special interpolation functions in Mathcad the 
values of the induced voltages in different points taking 
into account the measured data.

Keywords: induced voltage, electromagnetic interference, 
interpolation functions, power systems

Introduction
There is some situations in which power lines, 

pipelines, communication lines, and similar services must 
coexist in a relatively narrow band of land. Pipelines 
located near power lines, may capture a portion of the 
energy encompassed by the conductors’ paths, 
particularly under unfavorable circumstances such as 
long parallel exposures and power fault conditions [1], 
[2]. 

Interference calculations consist essentially of 
inductive and conductive interference calculations, which 
are performed independently; computation results can 
subsequently be combined together, see figure 1. 

Fig. 1. Electromagnetic interference 

Thus it is seen that inductive interference 
calculations are performed on a hybrid field theory/circuit 
theory model.

Conductive interference calculations deal with buried 
conductors exclusively. Conductors are first subdivided 
into segments of lengths small enough with respect to 
both wavelength and overall length of the ground 
network such that they will lead satisfactory to the 
desired engineering accuracy.  

A finite elements field theory approach is then used 
to relate the currents and potentials in the segments in 
such a way that an equivalent circuit model can be 
created which involves the internal and external 
impedances of the segments. [2] 

Hence circuit theory can be applied once again to 
obtained potentials at all segment end points, as well as 
longitudinal and leakage currents in every conductor 
segment in a quite straightforward manner. 

Evaluation of the induced voltages 
Calculation of the voltages appearing on the 

pipelines is work out in two steps. 
The first step is the determination of the electromotive 
forces (EMF) induced along the pipeline (EMF cause 
currents circulation in the pipeline and voltages between 
the pipeline and surrounding earth-is a longitudinal 
electromotive force induced by transmission line current) 
and the second step is to calculate the voltages to earth 
and the circulating current in response to the induced 
longitudinal electromotive forces. See in figure 2 the 
equivalent circuit formed by the pipeline and the earth 
[2]. 

Fig.2. Equivalent circuit  pipeline -  earth 

A clear distinction has to be made between EMF and 
voltages appearing on the pipeline.  

EMF’s are virtually electric generators inside the 
circuit pipeline/earth resulting from the influence of the 
magnetic coupling. These EMF’s produce voltages on the 
pipeline, and only these voltages V represent the actual 
stresses on the pipeline and its equipment. The evaluation 
is based on the subdivision of the zone of influence in a 
relatively great number of sections [1], [2]. 

This is done in order to be able to determine voltages 
at many positions along the pipeline.  

Each section is represented by a  cell submitted to 
the influence of the electromotive force calculated 
according the method developed for normal operation 
(steady state condition) and fault conditions [3]. 
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Fig. 3. Equivalent circuit -  cell

Each section is represented by a  cell submitted to 
the influence of the electromotive force calculated 
according the method developed for normal operation 
(steady state condition) and fault conditions. [3] 

Except for the voltage source, figure 4 present an 
equivalent elemental pipeline circuit  which is identical to  

the elemental circuit for the usual electrical 
transmission line with the same definitions of series 
impedance per unit length Z = R + j L, and shunt 
admittance per unit length, Y = G + j C.

Fig.4. Equivalent elemental pipeline circuit 

Using the electrical transmission line parameters is 
determined the induced potential in pipeline: 
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For the induced potential evaluation is used an 
aproximation which consist in an uniform solicitation on 
the length of the influence zone: 
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where Ei is the electromotive force on the tronson with 
length Li and Lt is the length of the entire influence zone 
electric line-pipeline. 

At the extremity L1, the influence of the line is 
equivalent with a voltage source with a value equal to the 
value of the voltage obtained with the following formula: 
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The ZA impedance is the circuit pipeline/soil 
impedance located at the left side of the A point. 

At the extremity L2, with an electromotive force E2,
the equivalent voltage source is the summ of the sources 
given by the influence of AB and BC tronson: 
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Induced voltages for a practice case
Is made an evaluation af the induced voltages in a 

pipeline wich runs in the same right of way with a power 
line for a monophase short circuit on the line [4]. 

A phase to ground fault occurs on the transmission 
line at two location points. As a result fault currents start 
flowing in the phase conductors, skywires, transmission 
line structure grounds, earth and pipelines [1], [5]. 

The input data of this problem are: power line and 
pipelines geometrical configuration; conductor and 
pipeline physical characteristics (including insulating and 
coating characteristics); environmental parameters (air 
characteristics, soil structure and characteristics); power 
system terminal (or boundary) parameters (power source 
voltages, equivalent source impedances); fault parameters 
(fault location and type) [2], [6]. 

The results demonstrates that is possible to obtain a 
precise evaluation of the solicitations if is known the 
resistance and the adduction current in the pipe. 

After the determination in each point the potentials 
due to the right and left side of the line is applied the 
superposition method [6]. 

Is briefly presented in Mathcad a program using 
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some interpolation predefined functions for the induced 
voltage calculation in different points on the pipeline for 
the measured data. Is observed that the interpolation 
spline function with linear end conditions is more precise 
than the linear interpolation polynom  [3], [5]. 

Is made in Mathcad7 a program which use the 
predefined interpolation function and in figure 5 is 
represented the measured values and the interpolation 
function for the induced voltages on the comune zone at 
various distances [3], [6]. 
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Fig. 5. Interpolation functions for the induced voltages in a 
pipeline 

In the first figure are presented the results obtained 
with spline and linear interpolation of the measured data. 
The calculus and the program made in mathcad with the 
predefined functions help us to determine more precisely 
the values of the induced voltages on the entire influence 
zone. 

Conclusion
The evaluation of the induced voltage in pipeline is 

based on the subdivision of the zone of influence in a 
relatively great number of sections in order to be able to 
determine voltages at many positions along the pipeline 
using Thevenin equivalent circuits. Is presented a 
practical case of subdivision of the zone of influence in 
sections (a circuit model) and is made a precise 
evaluation of the induced voltages using some 
interpolation functions for the measured data. Is observed 
that the interpolation spline function with linear end 
conditions is more precise than the linear interpolation 
polynom.
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Nondestructive Defect Determination by Field Visualization in Tubes

Iliana Marinova, Valentin Mateev 

Abstract: In this paper we propose an approach for 
defect determination during nondestructive inspection of 
tubes. The developed approach combines the magnetic 
field analysis, high visualization technologies and data 
manipulation. The virtual magnetic microscope is design 
for analysis of field distributions in tubes. It is capable to 
explore and process the extremely large quantities of 
data required to represent a collection of slides as well as 
provides an access to archived digital slide images. The 
virtual microscope is successfully applied for 
nondestructive defect determination in tubes.

Keywords: nondestructive testing, magnetic field, 
visualization, virtual reality.

Introduction
The magnetic field distributions are very important 

for the nondestructive defect determination solving 
various inverse electromagnetic problems during 
nondestructive testing, electromagnetic compatibility, 
identifications etc [1-5]. 

The present visualizing devices and high technology 
methodologies for visualization, image processing and 
data manipulations give possibilities for building the 
modern interactive systems for nondestructive testing. 
Visualization of the data obtained during inspection is 
extremely important in order to realize effective reliable 
nondestructive defect detection system [6-8]. 

The locally measured data of the electromagnetic field 
during inspection are visualized and used for 3D field 
reconstructions. The field distribution changes according 
to respective space locations, shapes, numbers and 
dimensions of existed defects. Development of 
computation model of electromagnetic field distributions 
that take into account all properties and characteristics of 
the object are very important in order to identify and to 
characterize the defects.  

In this paper an approach for field and source 3D 
reconstruction visualizing the locally measured data is 
applied. Using the 2D images as slices of 3D image and 
based on the field theory and image processing 
techniques we build reconstruction approach for 3D 
visualization of magnetic field distribution. 

The proposed 3D reconstruction approach is 
successfully applied for visualization and analysis of field 
distributions as well as field sources obtained during 
tubing inspection. Development of effective methods and 
tools for visualization of electromagnetic fields as well as 
field sources is extremely important in order to realize 
effective nondestructive evaluation, control and 
inspection. The virtual magnetic microscope is design for 

analysis of field distributions in tubes. It is capable to 
explore and process the extremely large quantities of data 
required to represent a collection of slides as well as 
provides an access to archived digital slide images. The 
virtual microscope is successfully applied for 
nondestructive defect determination in tubes. 

Inspecting Tube System 
The tube with defect(s) under consideration is shown 

in Fig.1. Different number and sized defects are placed in 
the scanning area. 

Fig.1. Tube system with defects 

(a) Tube with one defects 

(b) Tube with two defects 

(c) Tube with three defects 

Fig. 2. Tube with defects 
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From the inspection tube the 2D parallel geometry 
slices are obtained and 3-D stacked image models, shown 
in Fig.2, are visualized from the 2-D tube slices. 

Governing Equations for Electromagnetic 
Field

For modeling of electromagnetic fields in tube with 
cracks let consider the domains , a , j  to be the 
whole domain, the air domain and current source domain, 
respectively. The defects are supposed to exist inside the 
nonmagnetic conductive domain 1

m , but the domain 
2
m is defect free domain. The magnetic vector potential 
uA  is if the domain 1

m is not cracked. The governing 
equations are as following 

(1) 

t
AA

t
AA

fu
fu

f
uf

)()(

1

0               in 1
m

(2)  01
t

AA
f

f                 in 2
m

(3) 01

0

fA                       in sa

where u and f are conductivity when 1
m is

defected and defected free; and are magnetic 

permeability and electric conductivity in 2
m ;

)( fu is not zero only in the defect domain.  

A magnetic vector potential fA is expressed by 

(4)                uf AAA ,

if the defects exist in the domain 1
m .

The right side of (1) can be considered as the effect of 
the dipole current, which appear in the defect domain 
only. 

Based on the governing equations the Finite Element 
Method (FEM) solver is developed for electromagnetic 
field calculation in the tube using magnetic vector 
potential formulation. Various simulations have been 
made changing the number, sizes, space location and 
shapes of the cracks in tube. 

Formulating the inverse color problem over the image 
of 2D magnetic field distribution at parallel surfaces of 
the inspecting tube it is possible to determine the color 
source distribution that correspond to the field source 
distribution [6-8]. The color source distribution is 
obtained using the image color model where the image 
colors are considered as components of the field 
potentials. Then the image color distribution is imposed 

to satisfy the field equations. Using the vector potential 
expressed by (5) and Green Function (6) over the image 
we determined the color source distributions - J. 

(5)                  drrJGA ),(
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0

(6)                  )(exp
)(4

1),( r
c
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r
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The color source distribution corresponds to the field 
source distribution. Thus, visualizing the color source 
distribution it is possible to reconstruct and visualize the 
field source distribution. 

3D Reconstruction of Magnetic Fields in Tube 
with Defects 

In nondestructive testing of tubes the inspection 
sensor system generates dataset with locally measured 
field data. In order to determine the tube defects the 
magnetic field distributions are analyzed. The inverse 
electromagnetic problem is formulated and solved for 
determine the electromagnetic field distributions in the 
inspection domain of the tube from locally measured and 
visualized field distribution [6-8]. The magnetic field is 
visualized producing 2D field distribution images. 

A 3D volume of data for visualization of magnetic 
field was created from the 2D slices of locally determined 
and visualized magnetic field distribution at parallel 
surfaces by transforming each pixel in the 2D slice to its 
corresponding 3D location using the position, orientation 
and Green’s function. If the 2D slices are arbitrary 
oriented and positioned in space, some of the voxels in 
the volume data set are not assigned intensity values. 
These voxels were identified and assigned an intensity 
value based on the weighted average of its neighboring 
voxels. The resulting volume of data resembled 3D 
magnetic field data set that is visualized. 

Implementation 
The proposed approach was successfully applied for 

3D field reconstruction and visualization. The field 
distribution of the tube with defects has been considered. 
The different number, sizes and space location of the 
defects are investigated.  

The locally field data were measured during tube 
inspection. Using these data and solving the inverse color 
problem over the images visualizing the measured data 
we determine and visualize the color source distribution 
in the region of interest in the axial – Fig. 3(a) and in 
radial Fig. 3(b) direction of the tube with one defect. The 
3D reconstruction of the obtained color source 
distributions in both directions are realized in Fig. 4. The 
color source distributions correspond to the field source 
distributions. The high intensity colors outline the shape 
of the defect which is considered as a field source. Using 
the images of the color source distributions the magnetic 
field distribution in tube is determined and visualized at 
different parallel surfaces of the tube with single defect as 



332

shown in Fig. 5. Using the 2D field distributions and 
reconstruction approach described above we visualized 
the 3D field distribution in Fig. 6(b). In order to compare 
the results obtained by 3D reconstruction approach we 
calculate and visualize the magnetic field distribution of 
the tube with one defect using FEM – Fig. 6(a). It was 
found the good coincidence of the results obtained using 
the 3D reconstruction approach and those obtained by 
FEM simulator. 

In Fig. 7(a) and 7(b) are given magnetic field 
distributions in tube with one defect and different defect 
depth - 45% and 92%, respectively.

The field data at parallel surfaces are determined and 
shown in Fig. 8 and Fig.10 for the tube with two and 
three cracks with different sizing and space locations.  

The electromagnetic field is calculated and 
reconstructed by FEM and 3D reconstruction approach - 
Fig. 9 and Fig. 11, respectively. Using the proposed 
approach it is possible to extract geometrical information 
for defects and cracks. 

(1) (2) (3) (4) 

(5) (6) (7) (8) 

(9) (10) (11) (12) 

(13) (14) (15) (16) 

(17) (18) (19) (20) 

(21) (22) (23) (24) 

(a) axial direction 

(1) (2) (3) (4) 

(5) (6) (7) (8) 

(9) (10) (11) (12) 

(13) (14) (15) (16) 

(17) (18) (19) (20) 

(21) (22) (23) (24) 

(b) radial direction 

Fig. 3  2D Field source distributions in the tube with one defect 

(a) axial direction   

(b) radial direction 
Fig. 4  3D Reconstruction of field sources distributions of the 

tube with one crack 

(1) (2) (3) (4) (5) (6) 

(7) (8) (9) (10) (11) (12) 

(13) (14) (15) (16) (17) (18) 

(19) (20) (21) (22) (23) (24) 

(25) (26) (27) (28) (29) (30) 
Fig.5 2D Field distributions in the tube with one defect

(a) Magnetic Field  Distribution (b) 3D Reconstruction  

Fig. 6.  Magnetic field of tube with one crack and its 3D 
reconstruction
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(a) 45% depth (b) 92% depth 

Fig. 7.  Magnetic field distributions in tube with 45% and 92% 
defect depth 

(1) (2) (3) (4) (5) (6) 

(7) (8) (9) (10) (11) (12) 

(13) (14) (15) (16) (17) (18) 

(19) (20) (21) (22) (23) (24) 

(25) (26) (27) (28) (29) (30) 

Fig. 8. 2D Magnetic field distributions in tube with three defects

(a) Magnetic field distribution (b) 3D Reconstruction 

Fig. 9.  Magnetic field of tube with two defects and its 3D 
reconstruction

(1) (2) (3) (4) (5) (6) 

(7) (8) (9) (10) (11) (12) 

(13) (14) (15) (16) (17) (18) 

(19) (20) (21) (22) (23) (24) 

(25) (26) (27) (28) (29) (30) 

(31) (32) (33) (34) (35) (36) 

(37) (38) (39) (40) (41) (42) 

Fig. 10. 2D Magnetic field distributions in tube with three 
defects

(a) Magnetic field distribution (b) 3D reconstruction

Fig.11.  Magnetic field of tube with three cracks and its 3D 
reconstruction

Virtual Microscope 

For precise analyses of the field distribution in tubes 
for defect determination during nondestructive 
inspections we design and implement a virtual 
microscope.

Virtual Microscopy Architecture  
The Virtual Microscope is a client-server system 

designed to provide a realistic digital emulation of a high 
power light microscope. The architecture of the 
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developed virtual microscope is shown in Fig. 12. The 
client/user interface allows viewing slides over a network 
and runs on a user's PC or workstation. The server is 
responsible for storing, retrieving, image processing, and 
serving the datasets and runs on a high performance 
machine.

The modularity of the system allows developing each 
part somewhat independently and focusing on the unique 
requirements of each piece. So, while the client interface 
must be user-friendly, web-friendly and portable, the 
server can be finely tuned for a fast data control.  

The server primary responsibility is to connect the 
client, running on a PC or workstation, to the data stored 
on server. The client must communicate with the server 
over a standard network protocol. For performance 
reasons, that functionality may eventually migrate into 
the client so that the client can receive parts of the output 
image as they are produced by the data server, without 
waiting for the entire image to be produced.  

The client is a Java program that can be run on any PC 
or workstation that has the Java virtual machine available 
[9]. The client connects, across a local network or the 
Internet, to a network server program running as the front 
end to a data server that accesses the slide image data 
stored. 

Fig. 12  Basic architecture of the virtual microscope 

Basic Functions of the Virtual Microscope 
The functionality of the developed virtual microscope 

is realised by a number of basic operations as a Fast 
browsing through the slide to locate an area of interest; 
Local browsing to observe the region surrounding the 
current view; Changing magnification; Changing the 
image characteristics-contrast, brightness, colour 
intensity. The system design of the Virtual Microscope 
aims to support these operations efficiently. 

The Java computer software shown in Fig. 13 provides 
a graphical user 2D and 3D interface so that users can 
control browsing and zooming by dragging and clicking 
the mouse.  

The 2D Virtual Microscope interface shown in Fig. 13 
consists of 2D display window of electromagnetic 
structure, the 2D field distribution window and control 
window.  

The display window of the electromagnetic structure 
shows the selected slide of the object under consideration 

and selected magnification (controlled by zoom scroll). 
By moving the mouse in this window we can choose the 
four directions (i.e., up, down, left, right) by clicking the 
corresponding directional button and using the current 
mouse position for centre of the newer zoomed region. 

The 2D magnetic field distribution window shows the 
field distribution of the selected slide and selected 
magnification (controlled by zoom scroll). We can 
operate in this window with mouse and keyboard as in 
the display window.  

The Main control window provides the operations 
supported by the Virtual Microscope – Fig. 14.  

Fig.13. Display window 

(a) 

(b) 
Fig.14  The Main Control Window 

The control panel has the following sub-components: a 
sample selection box, a magnification selection box, a 
contrast, brightness, colour intensity box, and four 
directional buttons.  
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Also the user could choose between magnetic field 
distributions or current distribution Zoom menu is 
capable to change the zooming coefficient which will be 
applied over the image. Directional control window 
contains the four directional buttons (Up, Down, Left, 
Right). The Animation Controls are active only in 3D 
mode. The picture properties scrollbar window contains 
usual functions for picture manipulations as Contrast, 
Brightness and Colour controls. 

Both the control window and the display window are 
resizable. When the user resizes the display window, the 
size of the slice window also changes accordingly. The 
display window is continuously updated while the user is 
panning through the image, either using actual image data 
cached at the client from previous queries or from the 
lower resolution thumbnail image. Once the user stops 
dragging and releases the mouse button, a query is 
generated and is satisfied either from the client cache or 
from the server, with the display area updated from the 
full image data at the desired resolution. 

The 3D Virtual Microscope interface consists of 3D 
display window of the electromagnetic structure, the 3D 
field distribution window and control window.   

The 3D display window of the electromagnetic 
structure shows the 3D reconstruction of the available 2D 
field slices of the object under consideration. The 3D 
Field Distribution window presents the corresponding 3D 
field distribution of the object obtained by reconstruction 
of 2D field distribution shown using 2D virtual magnetic 
microscope interface. 

Advanced Image Processing Functions 
The image quality depends on the image resolution and 

the color distribution. To obtain higher resolution 
parameters the Virtual Microscope uses its own function 
library, which allows the image data to be processed in 
client/user machine and also allows minimization of data 
flow between server and client machine. The available 
functions are resolution enhancement and changing of the 
color intensity, contrast and brightness of the image. The 
field theory is successfully applied over the image in 
order to change and improve the image characteristics. 
Using the image color model and solving the inverse 
problem over the image it is possible to improve the 
quality and to change the characteristics of the image [6-
8]. 

Conclusion
The inverse approach using field visualization is 

developed for nondestructive defect determination in 
tubes. The locally measured field data at parallel cross-
sections of the tube are visualized. The 3D field 
visualization is realized by the 3D reconstruction 
approach using images of 2D field distribution. The 3D 
reconstruction approach combines new technologies of 
3D visualizations and characterizes with flexibility, 
simplicity and portability. The proposed approach was 
successfully applied for 3D reconstruction and 

visualization of magnetic field of the tubes defect 
determination during NDT. 

Computational model using Finite Element Method 
has been developed and used to investigate the 
electromagnetic field distributions in tubes with defects.  

The virtual magnetic microscopy is design and 
implement for analysis of field distributions in tubes 
during NDT. 

In practical aspect this study can be used to build the 
effective methodologies for modeling and investigation 
of the fields, processes and phenomena during 
nondestructive testing, control and inspection as well as 
for design of electromagnetic devices for NDT. 
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Diversity Sistems Comparison in the Presence of Interference

Milan Živkovi , Nenad Miloševi , Bojan Dimitrijevi , Zorica Nikoli

Abstract: In this paper we consider performances of 
diversity receivers in the microcellular environment 
affected by multipath fading and multiple cochannel 
interferers, where the fading amplitudes of desired and 
interfering signals are modeled as random variables with 
Nakagami m distribution. The dependence of the BER of 
the average SINR and SIR per branch is used as the 
measure of performances. 

Keywords: BPSK signaling, diversity combining, 
Nakagami fading, cochannel interference.

Introduction
A major source of performance impairment in a 

mobile environment is multipath fading that results in 
rapid fluctuations in the amplitude of the received radio 
signal over a short period of time caused due to the 
interference between two or more versions of the 
transmitted signals which arrive at the receiver at slightly 
different times. The resultant received signal can vary 
widely in amplitude and phase, depending on various 
factors such as the intensity, relative propagation time of 
the waves, or the bandwidth of the transmitted signal. 
Also, due to frequency reuse needed for spectrum 
efficiency increasing, there is another degrading effect 
known as cochannel interference. To characterize urban 
and microcellular mobile radio environment in the 
presence of multipath fading and multiple interfering 
signals we use Nakagami channel model where the fading 
amplitudes of desired and interfering signals are modeled 
as random variables with Nakagami m distribution [5]. 
Furthermore, Nakagami channel model is derived in 
agreement  with experimental data, and present general 
model for fading channel, so Rayleigh and Rice 
distribution present special cases of Nakagami 
distribution, depending of  Nakagami parameter m. So, 
we model considered system as Nakagami-Nakagami flat 
channel model with additive white Gaussian noise 
(AWGN) assuming that the changes of fading  
amplitudes of desired and interfering signals are 
sufficently slow during one bit interval. A powerful 
communication receiver technique that provides wireless 
channel improvement at relatively low cost is a well-
known as diversity reception. Diversity techniques are 
based on the notion  that  errors  occur   in   reception   
when   the   channel attenuation is large (when channel is 
in a deep fade). Supplying to the receiver several replicas 
of the same information signal transmitted over 
independently fading channels, the probability that all the 
signal components will fade simultaneously is reduced 
considerably [1] and therefore, instant and mean SNR can 
be increased. Also, diversity signals can reduce the effect 

of multiple interferers at the receiver. This paper presents 
some simulation results that show improvement attained 
by implementing various types of diversity receivers 
including Selection Combining (SC), S + N Selection  
[3], AR Selection [4], Equal Gain Combining (EGC), 
Maximal Ratio Combining (MRC) and Optimum 
Combining (OC). As measure of performances we 
consider Bit Error Rate (BER) dependency of average 
signal-to-interference-plus-noise ratio (SINR) per branch, 
and average signal-to-interference ratio (SIR) per branch, 
which is useful in determining the cochannel reduction 
factor in systems with frequency reuse.   

System Model 
Consider BPSK signaling in flat Nakagami fading 

channel with AWGN and additional multiple cochannel 
interferers modeled with Nakagami distribution implying 
corresponding diversity receiver. Let L be the number of 
diversity branches which is assumed to be independent 
and M is the number of independent interference signals. 
The received signal in matrix notation may be written as 
[2] 

(1) uur
M

j
jjss xx

1

where 
T

Lssss ttt )(),...,(),( ,2,1,u - L-dimensional vec-
tor of fading amplitudes of desired signal, 

T
LjLjjjj tt )cos()(),...,cos()( ,,1,1,u - L-di-

mensional vector of fading amplitudes of  jth interfering 
signal, 
xs - desired signal equals bE  or bE  with a priori 
probability  ½.
xj - jth interfering signal equals bE  or bE  with a
priori probability  ½.

T
L ttt )(),...,(),( 21 - L-dimensional vector of 

additive complex Gaussian noises.              
Eb - energy per bit. 

lj , - random phase of  jth interfering signal in lth 
diversity branch, assumed to be uniformly distributed 
over the interval 2,0 .
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Fig. 1. BER dependency of average SINR per branch for M = 6, 
SIRper branch = 5 [dB], ms = 1 and mi = 1
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Fig. 2. BER dependency of average SINR per branch for M = 6, 
SIRper branch = 5 [dB], ms = 2 and mi = 1

As we consider model where changes of fading 
amplitudes is sufficently slow during one bit interval, we 
assume that they are constant during one bit interval, so 
time dependences will be omitted in further analysis.  

As we consider Nakagami-Nakagami channels, fading 
amplitudes of desired and interference signals  are 
modelled using Nakagami distribution 
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Fig. 3. BER dependency of average SINR per branch for M = 6, 
SIRper branch = 10 [dB], ms = 1 and mi = 1 
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where 2
ss E  and 2

jj E , j = 1,…,M denote 
the average power of desired and interference signal, 
respectively. Parameters sm and jm , j = 1,…,M denote 
Nakagami m parameter of desired and interference signal, 
respectively. In our analysis we assume that all 
interfering signals signals are identically distributed with 
equal average power so j = i, mj = mi, for j = 1,...,M.

The value of m defines the of fading (deep of fade) 
present in considering environment. Furthermore, 
Nakagami channel model present general model for 
fading channel that is derived in agreement  with 
experimental data.  For example, for m = 1, (2) and (3) 
simplify to the Rayleigh pdf, while for m =  , they 
simplify to the Rice pdf. 
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Fig. 5. BER dependency of average SIR per branch for M =1, 6,  
SNRper branch = 10 [dB] , ms = 1 and mi = 1 

System Performance 
In order to improve performances of considered 

system, diversity techniques may be employed. We do 
simulation analasys of different diversity selection and 
combining methods, including SC, S+N, AR, EG, MRC 
and OC, and comparing their influences on system 
performances. 

For selection methods, including SC and its 
modifications S+N [3] and AR [4], receiver selects one 
branch, and that selection is based on some criterion. SC 
selects, among the L diversity branches, the branch 
providing the largest SNR ratio (or largest fading 
amplitude). S+N is modification of previous method and 
it selects the signal from diversity branch where the 
largest signal-plus-interference-plus-noise sample is 
present (no need to power measurement). AR also present 
modification of SC and selection criterion is based on 
weighting the received signals in diversity branches with 
corresponding fading amplitude and selection the largest 
product. 

Combining methods involve linear combining of 
signals from diversity branches with some processing 
over them. In MRC the signals from all the branches are 
co-phased and individually weighed by fading amplitude, 

Llls ,...,1,, , of desired signal and than added. 
Weighting MRC vector is  

(4) suw
so the signal at the output of combiner is 

(5) 2

1

M
H H H

s s j j s
j

y x xsw r u u u u

EGC is practical simplification of MRC, involving 
only cophasing and adding without weighting, at cost of 
performances. 
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Fig. 6. BER dependency of average SIR per branch for M =1, 6,  
SNRper branch = 10 [dB] , ms = 2 and mi = 1 

While MRC is optimal diversity technique in 
environments without interference in sense of 
maximizing SNR and combating fading effect at the 
output of receiver, but it ignores the effect of cochannel 
interference [6]. OC addresses both effects of fading of 
desired signal and the presence of cochannel interference 
and optimize the signal-to-interference-plus-noise ratio 
(SINR) at the output of receiver [8]. Weighting OC 
vector is [7] 

(6) suRw 1

where R is the interference-plus-noise covariance matrix 
across the array’s elements 

(7) 
H

M

j
jj

M

j
jj xxE uuR

11

Note that OC weight vector is conditioned on desired 
signal fading amplitudes vector us, interference signals 
fading amplitudes vectors uj, j=1,...,M and AWGN vector 

, while MRC weight vector is conditioned only on 
desired signal fading amplitudes vector us.

As parameters in our analysis we use average signal-
to-interference-plus-noise ratio SINR per branch defined 
as
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branchper ,

average signal-to-interference ratio SIR per branch 
defined as 
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,

and signal-to-noise ratio SNR per branch defined as 
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(10) 
00

2 ][
NN

ESNR ss
branchper ,

where N0 is AWGN noise power. 
Fig. 1 and Fig. 2 we can see BER dependency of 

average SINR per branch for M = 6, SIRper branch = 5 [dB], 
mi = 1, and 2 different values  ms = 1 and ms = 2. In first 
case, both the desired signals and interferers are in the 
same fade which corresponds to Rayleigh fading model, 
while in second case it is reasonable to assume that the 
cochannel interferers experience much deeper fading than 
the desired signal (ms > mi) which is characteristic for 
microcellular environment. It is shown that AR selection 
method has better performance than AR combining 
method in case where the fade statistic is the same 
(ms = mi = 1), while in second case (ms = 2, mi = 1) the 
situation is reverse. It can be explained with the fact that 
AR selection criterion exploits information about desired 
signal fading amplitude which is more critical in the 
situation when desired signal experiences deeper fading. 
Fig. 3 and Fig. 4 depict the same characteristics of 
considered systems, with the different parameter 
SIRper branch = 10 [dB]. It can be noticed that difference 
between MRC and OC is less evident in the case when 
SIRper branch has bigger value (interference has the less 
power). 

Fig. 5 and Fig. 6 depict the BER dependency of 
average SIR per branch for SNRper branch = 10 [dB] , M =1 
and M =6 number of interferers, and 2 different values of  
ms = 1 and ms = 2.   We can see that the increasing the 
number of interferers changes only the performance of 
OC combining technique in both cases. Also, it can be 
noticed that performance differences between various 
combining/selection methods become more evident in 
case when interferers experience much deeper fading than 
the desired signal (ms > mi). 

Conclusion
We present performances comparison of diversity 
receivers with distinct combining/selection techniques in 
the microcellular environment affected by multipath 
fading and multiple independent cochannel interferers, 
where the fading amplitudes of desired and interfering 
signals are modeled as random variables with Nakagami 
m distribution. It is shown that AR selection method has 
better performance than AR combining method in case 
where the fade statistic is the same (ms = mi = 1), while in 
second case (ms = 2, mi = 1). Also, it can be noticed that 
the number of interferers changes only the performance 

of OC combining technique in both cases. Also, it can be 
noticed that performance differences between various 
combining/selection methods become more evident in 
case when interferers experience much deeper fading than 
the desired signal (ms > mi). 
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3D Finite Element Modelling of electromagnetic devices
by using the scalar magnetic potential 

Gérard Meunier

Abstract: This paper present a formulation to realize 
simulations of multiply connected magnetic circuit 
surrounded by stranded coils or solid conductors. This 
formulation, which needs cuts, is a powerful and 
economical alternative to the vector potential 
formulation.

Keywords: finite element formulation electromagnetism 
3D 

Introduction
 The use of the magnetic vector potential allow a very 

general solution for solving electromagnetic field 
equations with the finite element method and allow, in 
2D as in 3D, a natural coupling with circuit equation 
without problem of connexity. Nevertheless this 
formulation remains expensive places memory and time 
calculation.

Recently, it was shown that the use of the magnetic 
scalar potential allows the setting of very powerful 
solutions compatible with complex simulations 
(movement, coupling circuits, massive conductors) 
proving to be an economic and powerful alternative to the 
magnetic vector potential [2]. Moreover the formulations 
containing magnetic scalar potentials proved particularly 
powerful for the treatment  of thin regions [7]. Generally 
these formulations are based on the reduction of the total 
field H by a To source field [4] created by the conductors 
(coils or massive conductors). However this reduction 
can lead to inaccuracies and problems of convergence in 
the presence of ferromagnetic regions. 

Let us examine figure 1: a closed magnetic circuit is 
surrounded by a coil and a massive conductor (with 
induced eddy currents). We will show in this paper how 
to solve this problem by using a magnetic scalar 
potential, allowing the coupling with the circuit equations 
and ensuring a good precision in the ferromagnetic 
regions. To achieve this goal, we will present our work 
along three points: 

– the choice of the field To source expressed with a 
nodal interpolation, whereas this one is generally 
expressed with an edge interpolation [6], 

– the adaptation of the previous formulation to the 
case of closed magnetic circuits, to allow to calculate the 
magnetic field with a good precision in these regions,  

– the taking into account of conducting massive 
regions when those are surrounded by a closed magnetic 
circuit. 

Fig.1. Multiply connected problem 

Modelling with coils 

Coupling with circuit equations 
Let us consider first a domain composed of air, 

simply connected magnetic regions and coils with 
average current density J. The use of a scalar potential in 
the air and magnetic regions is possible since curl H = 0, 
so we can write H as H = -grad . However some 
precautions must be taken in presence of a coil since, 
according to the Ampere theorem, the integral of the 
magnetic field H along a closed contour surrounding the 
coil is equal to nI (nI is the sum of the currents crossing 
the coil) whereas the integral of a gradient is equal to 0. 
The solution consists in defining a region o including 
the coil. We can express H as : 

(1) H = To - grad  in  o
(2) H = - grad  in  o

To is a source field which verify rot To = J in o et 
To x n = 0 on the interface o, for insuring the 
continuity of the tangential component of H on o. So 
the magnetic field H is « reduced » in o and « total » in 

- o. With this definition the Ampere theorem is well 
verified. Different choices of To domain are possible like 
the classical solution which consist to choice   = 
with a To field equal to the Biot-et-Savart field or like the 
solution which consist to define o by a box surrounding 
the coil and allowing, for simple geometries, an analytical 
solution for To [11]. 
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Let us consider the case of devices including open 
magnetic circuits: we can choose the air and the coils as 
domain o. This approach presents two advantages:

– The calculation of the magnetic field in the 
ferromagnetic regions is made with a total potential (H = 
- grad ). The magnetic field, very small in the regions 
with a high permeability, can be obtained by a better 
precision compared with the difference between To and.  
grad This is particularly important in the case of non 
linear ferromagnetic regions : indeed in the case of the 
use of a reduced magnetic field in these region, the 
inaccuracies of calculation can lead to important 
difficulties of convergence for the non linear system 

– It is not necessary to describe the geometry of the 
domain o, this one is a part of the initial geometry  
(ferromagnetic regions). 

In the general case of a coupling with the circuit 
equations we express To as To = tok.Ik where Ik is the 
current flowing the coil k (unknown) et tok the To field 
created by the coil k with a current of 1A. For the tok
calculations different approaches exist, in particularly by 
using a edge interpolation, which is interesting for 
insuring the condition To x n = 0 on the interface o. 
We propose an originality approach which consists to 
express tok as:  

(3) tok = hok – grad k

where hok is the Biot et Savart field create by the coil 
k for a current of 1A ; k is calculated on for insure 
tok x n = 0. We solve : 

(4) grad k x n = hok x n on

In practice values of hok and k are often computed 
by a finite element minimisation respectively o and 

 We can notice that electrical circuits can be 
represented like meshed regions or like inductors 
independent of the finite element. The obtained values are 
stored on the nodes of the mesh, which allows making 
this relatively expensive calculation only one time in the 
case of a step by step procedure. In the case of a coupling 
with circuit equations, the presence of supplementary 
unknowns Ik needs to write relations between current and 
voltage to be coupling with field equations. These 
relations, which need integration in the domain o, are 
expressed as [2]: 

(5)  k0kk Ud
t

.IR
o

Bt k

where Rk represent the electric resistance of the coil k et 
B the magnetic induction obtained by the constitutive 
relation B(H). The coupling resolution of field equations 
and circuit equations is expressed as a symmetric matrix 
system where the unknowns are the nodal potentials 

and the currents Ik of the coils. An detailed example of 
the construction of the system of equation is presented in 
[2]. 

Closed magnetic circuits 
In the case of closed magnetic circuits crossed by 

coils, the use of the total magnetic field for insure a good 
precision in magnetic regions, needs some precautions. 
Indeed, the integral of H = -grad  along a path inside 
the magnetic circuit gives 0 whereas the value should be 
equal to the total current crossing the magnetic circuit. 
For solving this problem we introduce a cut in the closed 
magnetic circuit f such as a jump of the magnetic scalar 
potential take into account the total current crossing the 
magnetic region. In practice we express the field H as: 

(6) H = hok.Ik - grad in o
(7) H = grad k.Ik - grad  in f

Fig.2. Magnetic circuit with a cut 

The computation of the increments k is leaded as 
previously (4) by considering the cut impassable. So we 
have two values for k on each side of the cut. By 
taking  continuous, we verify, as previously, the 
continuity of the tangential component of the magnetic 
field on the interface air-magnetic region. 

We can notice that the magnetic field H is partially 
reduced in f since grad k is not equal to zero in the first 
layer of elements of the magnetic region. In practice, it is 
better to compute k inside magnetic regions so we can 
express H as continuous gradient in f. In this case, the 
increments k are computed in all the volume such as:

(8) grad k = hok in f

With the definition given in (4) or in (8), a integration 
on a path inside f we have, by considering that hok is 
the Biot-et-Savart field created by the coil k make with n 
turns flowing by a current of 1A : 

(9) ndCdC
CC

k khograd
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So the jump ( k) on this cut is equal to “n” which 
allow to verify the Ampere theorem with the field 
expression given in (7), since  has the same value on 
each side of the cut.

In a domain which contains several coils and 
magnetic regions, simply connected or not, the above 
formulations can be generalized without difficulty. The 
two approaches can be combined with respect the relative 
position of coils and magnetic circuits. Moreover, the 
definition domain for tok can be adapted and limited for 
each coil. 

Finally, the relation between current and voltage  
must be adapted for the coil crossing closed magnetic 
circuit if we wish keep a symmetrical matrix. For this we 
have to transform the equation (5) such below [3]: 

(10) k
-

kkk Ud
t

.d
t

.IR
oo

BgradBh0k

Modelling of a current transformer 
We can apply the two previous formulations for the 

simulation of a current transformer (figure 3 – 
collaboration between Cedrat and Schneider Electric) [5]. 
Because we have a closed magnetic circuit, we have to 
use the formulation with cut. Finally, we compare our 
solution with the solution obtained with a very little air-
gap whose reluctance is negligible compared with the 
reluctance of the magnetic circuit. 

Fig.2. A current transformer (Schneider Electric) 

The figure 4 represents the electric circuits and the 
geometry part which is treated by the finite element 
method (1/8 for symmetry reasons). We can notice that 
all the conductors are not meshed. For the simulation we 
impose a sinusoidal current in the copper bar and the 
induced currents are determined in the coils. Results of 
simulations are compared with experimental results given 
by Schneider Electric. 

The figure 5 represents the finite element mesh for the 
modelling with a air-gap. Since the air-gap is very small, 
it needs a very fine mesh around it, which is very 
constraining for memory place and computation time.  

Fig.4. Current transformer description 

Due to the non linearity of the magnetic material the 
simulations are made in a step by step procedure. At each 
time step, the Newton-Raphson algorithm is used for 
insure the convergence of the non linear system of 
equation.  

Fig.5 Finite element mesh 

Figure (6) show a comparison between the two 
simulations and the experimental results. We can  notice 
that the two finite element solutions are very closed  

B2  

R = 270 

B2 copper bars 

B1 : coils

B1( )

I=I0sin( t)

Magnetic circuit

Air gap
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Fig 6. Eddy current in the secondary 

Nevertheless the solution obtained with the cut is 
easier to mesh and more interesting in terms of 
computation time. (Cf Table 1). 

Method Nb of unknown CPU time 

Air gap 9884 1h 17min 

Cut 799 28 min 

Table 1.  CPU time comparison

Modelling of a moving motor 
The formulation is very useful for the modelling of 

moving motors. It needs a coupling with circuit equations 
and to take into account the movement. A great interest 
of the scalar formulation is the possibility to make easily 
a mesh interpolation during the rotation. 

Fig.7 Moving motor 

In this example and generally in the case of electrical 
machines, it is interesting to consider (at least) two 
domains o : one for the stator and one for the rotor. So, 

the to computations will be made only one time if the 
mesh is remained during the rotation.  

Massive conductors 

Multiply connected massive conductors  
In the case of massive conductors (region c), some 

recent works have proposed a general formulation 
allowing the coupling with circuit equations and the 
taking into account of massive multiply connected 
conductors (with holes) [2]. 

The formulation one is base on a T-To-  formulation 
where To represents a source field used for solve the 
connexity problem and T a vector electric potential due 
to the presence of eddy currents. If we consider a massive 
conductor with a hole in air we can solve the connexity 
problem due to eddy currents flowing the conductor by 
defining a current joc such as the total current around the 
hole is equal to 1A. The repartition of this current density 
joc must be whatever and we can choose for instance the 
electrokinetic solution. Like for coils, we define a field 
toc which verify: 

(11)       toc = hoc – grad c

where curl hoc = joc and c is computed on oc
(domain for toc). As previously oc can be choose equal 
to - f.

Fig.8 Multiply connected massive region 

The magnetic field H and the current density J in the 
massive conductor are written such as: 

(12)       H = T + toc.Ic – grad         J = rot T+ joc.Ic

In air, if we have only this conductor, the magnetic 
field is written : 

(13)       H = toc.Ic –grad 

With this representation, Ampere theorem is satisfied 
when the field H is integrated along a path surrounding 
the conductor. The supplementary unknown Ic needs a 
supplementary relation which express that the voltage is 
equal to zero [2] : 

j0cC
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 (14)  0Ud
t

.d. c00

oo

BtEj kc

E represent the electric field which can be obtained 
throw the constitutive relation E(J). We can notice that 
the relation (14) doesn’t make hypothesis on linearity of 
the electric and magnetic materials. For the case of 
massive conductors supply by several entries, this 
approach can be generalized as explained in [2].  

Multiply connected massive conductors with 
closed magnetic circuit 

In the case of a closed magnetic circuit  crossed by a 
massif conductor (figure 9), we can apply the method 
proposed for the coils. By introducing a cut in the 
magnetic circuit, with a partial reduction of the magnetic 
field H in the magnetic circuit allow to solve the problem 
of connexity, with respect a field which derive from a 
gradient. 

Fig.9 Multiply connected massive conductors with 
closed magnetic circuit

With the example of the figure (8) we can write H as: 

(15) H = T + hoc.Ic – grad  in massive conductor 

(16) H = hoc.Ic – grad  in air 

(17)       H = – grad  + grad c Ic  in magnetic circuit 

The relations between the current and the voltage 
have to be adapted for insure  the symmetry of the system 
of equations. Equation (14) can be transformed in  
equation (18) : 

0Ud
t

.d
t

.d. c00

ooc

BgradBhEj kkc

General case 

Previous formulations can be combined, by 
computing a to field for each conductor (coil or massive) 
on a domain o which can be choose identical and equal 
to - f where f represents the ferromagnetic regions. 
In practice, the domain of definition o of each coil can 
be adapted and limited, which can be interesting for 
reduce the computation time of to field 

The final system of equations, after the finite element 
meshing, leads to the resolution of a symmetric matrix 
system where the unknowns are , T, Ic et Ik. All the 
formulations have been implemented in FLUX3D®

software. 

Modelling of a multiply connected problem 
In the case of the figure 1, where we have a coil and a 

massive conductor crossed by a closed magnetic circuit, 
we can write the magnetic field H such as : 

(19)   H = hok.Ik + hoc.Ic - grad dans o - c

(20)   H =  grad k.Ik + grad c.Ic - grad dans f

(21)   H =T + hok.Ik + hoc.Ic - grad dans c

A sinusoidal current (Ic = 20kA, f = 50Hz) is imposed 
in the massive conductor  (in copper), and the simulation 
compute the value of the induced current in the coil (5000 
turns). The magnetic circuit is non linear. A cut must be 
defined in the magnetic circuit. Figure (10) present the 
results obtained which are compared with a solution 
using a little air-gap. The two simulations give results 
very closed. 

Fig.10 Current in the coil: comparison of solutions 
obtained with a cut and with an air-gap 

c

j0c

f
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Modelling of a electromagnetic launcher 
As a complex and real example we present the simulation 
of an electromagnetic launcher where different effects are 
modeled (Simulation made by Cedrat in collaboration 
with Institut Saint Louis): 

Capacitance discharge 
Eddy current effects in the coil 
Eddy current in the projectile 
Kinematics coupling to consider the linear motion 

At each time step, the air is re-meshed. 

                

Fig.11 Electromagnetic launcher 

The results obtained fit the measurement: 0.2 % gap 
between the 3D model and the measurement on the 
maximum current (reduced values). 

 Measurement Modelling 
Imax 1 0.998 
T for Imax 0.24 0.30 
Speed max 1 1.145 

Conclusions and perspectives 

The solution proposed which is based on the use of 
magnetic scalar potential and vector electric potential, is 
powerful as attests the results obtained. It proves to be a 
interesting alternative to the vector magnetic potential, 
presenting a great character of generality in particularly 
for the coupling with circuit equations for coils and 
massive conductors. Moreover, the formulation is well 
adapted for problems with moving parts. Its relative low 
cost, in place memory and time calculation confers to it 
an additional interest.

Recently, some works on automatic determination of 
cuts of close magnetic circuits have been developed [8]. 
It is an important point for a comfortable use of this 
method. It will be interesting to extend this for the case of 
closed massive conductors to determine automatically 
(without user intervention) the electrokinetic current jo.

It will be also interesting to limit the domain of 
computation of the tok, by defining o as near as 
possible of each conductor. A deflating technique of 
mesh [9] coupled with an automatic determination of cut 
of the closed magnetic circuits seems to be an interesting 
solution.
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Performance Improvement in Finite Element Analysis  
by Modifying Mesh Structure 

Kadir Yılmaz, Abdulkadir Cengiz, Murat Ayaz, Erkan Mese 

Abstract: Computer aided solutions   which are proposed 
to solve the problems encountered during electric 
machine modelling requires engineering work. The 
structure of the model should be known very well such 
that potential errors can be foreseen ahead of prototype 
construction. This paper investigates the effect of mesh 
structure on the modelling performance, which plays an 
important role in the finite element analysis (FEA) of 
electric machines.  FEA of a switched reluctance motor 
(SRM) with 6 stator and 4 rotor poles are given as an 
example.  FEA is performed with Maxwell 2D software. 
Flux linkage characteristics, current versus torque 
characteristics are presented with different mesh 
structures for comparison purposes.

Keywords: Electromagnetic Analysis, Mesh structure, 
SRM, FEM.

Introduction
Numerical solution of magnetic field problems, is an 

important engineering tool for performance prediction of 
many electric machines. Usage of this technique in 
magnetic design has been increasing recently. Among 
these methods, finite element method (FEM) is the most 
popular tool. In electrical engineering FEM is used in 
calculating the electrical and magnetic fields. Using these 
field data, model’s parameters such as current, moment, 
magnetic flux, power loss can be predicted. Maxwell 2D 
is a popular software in the industry which utilizes FEM.  

In this paper, effects of element selection and mesh 
structure, which are very significant in FEM modelling 
performance, are being examined. 

II. Finite Element Method and Element 
Selection

FEM is a numerical procedure in structural solution. 
Because it’s quite complex to solve the problem 
analytically, generally FEM is being used as an 
alternative. FEM’s aim is to determine the system’s finite 
unknowns in terms of system’s known parameters. By 
using FEM, a 2nd order Poisson equation is solved 
numerically. In order the FEM to be used, area of interest 
needs to be divided into sub-areas, which are called finite 
elements. This subdividing and discretization have to be 
done such that no element should cover 2 different media 
at the same time. 

Another important concept in FEM is the behaviour 
of the elements in the model. Groups of elements are 
called mesh. A model with well-chosen element structure 

gives better results compared to the ones with randomly 
selected elements. Fig.1 shows the schematics of different 
types of element structures. 

Fig.1 – Schematics of different types of element 
structures.

In forming the mesh, geometry of the structure model 
has to be taken into account. Triangular shaped elements 
have to be preferred in curved geometries, while square 
shaped elements can fit better for non-curved shapes. In a 
mesh formed by triangular shaped elements, each node on 
the element contains the same information and the results 
are multiples of each other. On the other hand, in a mesh 
formed by square elements, information on the nodes is 
not equal and may vary. 

III. Determining the Mesh Structure and 
Building Parametric Model 

As an example application, 6/4 SR motor has been 
chosen. In Fig 2, geometry of 6/4 SR motor is shown. 

Fig.2. Geometry of a conventional SRM. 
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Triangular shaped mesh structure is preferred in this 
application since it fits to the motor’s geometry very well. 
In Fig. 3, triangular mesh elements can be seen.  

               
                   False                                      True 

Fig. 3. Triangular elements

In selection of the triangular elements, it has to be made 
sure that all nodes have to coincide with the vertices of 
the triangles. This makes the computational cost feasible. 
Since SR motors produce the torque by the change of air-
gap reluctance with respect to rotor position [1,2], it is 
quite important to model this gap carefully, as far as the 
mesh structure of the gap is concerned. Therefore this 
thin air-gap between rotor and the stator needs to be 
rotated with every incremental rotation of the rotor [3,4]. 
This can be seen in Fig 4. 

Fig.4.  Airgap interface between stator and rotor 

In order to solve the problem, parametric model is 
formed. In Figure 5, parametric model of 6/4 SR motor 
application model can be seen as an example. 

Fig.5 Parametric SR motor model 

To be able to keep the mesh structure unchanged in the 
model, parametric constraints are introduced. These 
constraints for 6/4 example SR motor can be seen in 
Table 1.

Table 1. Constraint variables 

Name Value Expression 
h1 45 45+r 
h2 135 135+r 
h3 225 225+r 
h4 315 315+r 
rotor 0 0 

Two different models that have been built in accordance 
with fitting the model’s geometry can be seen in Fig 6. 

Coarse mesh pattern 

Fine mesh pattern 
Fig.6 Two different mesh pattern model of SR 

motor. 

Properties of two different mesh structures can be seen 
below. 

COARSE MESH: 
12000 triangles elements (total) 2799 triangles elements 
(in the airgap) 
Computation time is approximately 53sn. (1.30 hours) 
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FINE MESH: 
55139 triangles elements (total) 
11760 triangles elements (in the airgap) 
Computation time is approximately 1.68sn. (4.76 hours) 

In order to get the operational characteristics of these 
two SRMs, 10 incremental rotational positions of the 
rotor between zero and 45 electrical degrees, 17 
incremental current values between 15A and 255A are 
analysed for 170 different computational scenario in total. 
The results of these analyses are then used to form flux 
and torque profile for different position and current 
values. Program performs 2D computation and can 
calculate the windings flux. There are a few methods to 
calculate the flux linkage in 2D software packages. The 
one used throughout this investigation is given in Figure 
7.

Fig.7 Flux linkage calculation. 

In this work, magnetic potentials of the nodes, which 
are calculated by the program, have been used. According 
to the Figure.7, flux value normal to the surface between 
two nodes are calculated as in eqn.1and eqn.2. 

dlA .    (1) 

)( 21 AA    (2) 

Where, 

A1 is the magnetic vector potential of node 1 in Fig. 7 
A2 is the magnetic vector potential of node 2 in Fig. 7 

2 is flux per pole per turn 

Flux linkage per phase is then calculated as in eqn.3 

LN ...2 2 .  (3) 

Where, 

L: Stack length 
N: Number of turns 

Flux leakage is calculated as in eqn.4.  

Leakage flux= 212   (4) 

Fig. 7 and Fig.8 show flux linkage  (i, ) and  torque T 
(i, )  profiles of 6/4 SR motor for different mesh 
structure, respectively. 

0

10

20

30

40

50

0 30 60 90 120 150 180 210 240

Current (A)

Fl
ux

 li
nk

ag
eı

 (m
W

b)

0
5
10
15
20
25
30
35
40
45

Rotor degree(0)

Fine mesh pattern 

0
5

10
15
20
25
30
35
40
45

0 30 60 90 120 150 180 210 240

Current  (A)

Fl
ux

 li
nk

ag
e 

(m
W

b)

0
5
10
15
20
25
30
35
40
45

Rotor degree (0)

Coarse mesh pattern 
Fig.7 Flux linkage profiles of SRM 

Fig.7 clearly shows the effect of the selected mesh 
structure on the working characteristics. In the solution 
with the randomly and automatically generated mesh 
structure, some defects appear at certain angle and current 
values of the solution. On the contrary, the mesh structure 
built according to the machine structure and geometry 
gives better results. 

Static moment curves plotted using the data out of 
magnetic analysis can be seen in Fig. 8. In coarse mesh 
solution, significant ripples can be seen in the torque 
output. They are not because of the motor’s nature; in fact 
they are simply due to the wrong selection of meshing 
structure.

1

2

A2

A1
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Fine mesh pattern 

Coarse mesh pattern 

Fig.8 Torque profiles of SRM 

In the solution with careful meshing structure, more 
smooth plots are obtained compared to the coarse 
meshing structure. 

Two mesh structures are compared for 60A phase 
current, and rotor positions between 0 and 45 degrees. 
The comparison can be seen in Table 2. and Table 3..  

Table 2. Torque for SRM at various positions at 60 A. 
Rotor pos. Torque (Nm) 

Maxwell 2D 
Coarse Mesh 

Torque (Nm) 
Maxwell 2D 
Fine Mesh 

0 0 0 
5 20,4 22,02 
10 25,13 23,35 
15 22,91 24,05 
20 27,11 24,41 
25 23,52 24,51 
30 25,32 25,03 
35 4,51 4,57 
40 1,35 1,43 
45 0 0 

Table 3. Flux linkage for SRM for 60 A. 
Rotor pos. Flux (mWb) 

Maxwell 2D 
Coarse Mesh 

Flux (mWb) 
Maxwell 2D 
Fine Mesh 

0 14,15 14,75 
5 13,01 13,37 
10 10,82 11,30 
15 9,15 9,16 
20 6,81 6,97 
25 4,78 4,76 
30 2,55 2,53 
35 1,37 1,37 
40 1,14 1,16 
45 1,09 1,11 

IV. CONCLUSION 
In this study, a method regarding the improvement of 

prediction performance of a FEM software, Maxwell 2D, 
is presented.  The importance of element selection and 
mesh structure in a FEM application is given with SR 
motor example. In the 6/4 SR motor, flux linkage and 
torque profiles are obtained and a comparative study is 
given for different mesh structure. The study aims to 
increase the awareness of the FEM software users 
regarding the trade off between mesh structures vs.
prediction performance vs. computational cost. 
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Methods for magnetic field calculation  

Ana N. Mladenovi , Slavoljub R. Aleksi

Abstract: This paper presents methods for magnetic field 
calculation. The first method that is presented is based on 
a system of equivalent magnetic dipoles and it is applied 
for determining magnetic field components of toroidal 
shaped permanent magnet with air gap. The second me-
thod is based on determining distribution of microscopic 
Ampere's current and it is used for magnetic field calcu-
lation of rod shaped permanent magnet. The distributions 
of magnetic field of both permanent magnets are also 
shown in the paper.

Keywords: Magnetic field, Permanent magnet, Magnetic 
dipole, Amper’s currents. 

Introduction
For determination the magnetic field components in 

surroundings of permanent magnets, it starts from suppo-
sition that magnetization of permanent magnet is known, 
M . The following methods are useful in practical calcu-
lation: 
a) Method based on determining distribution of 
microscopic Ampere's current; 

b) Method based on Poisson's and Laplace's equations, 
determining  magnetic scalar potential; and 

c) Method based on system of equivalent magnetic 
dipoles. 

Magnetic field inside and outside the permanent 
magnet, if magnetization of permanent magnet is known, 
can be calculated using equivalent system of volume and 
surface microscopic Ampere's currents, which are 
determined as 

(1) r'MrJ rot'a , and

(2) nrMrJ ˆ''sa ,

where n̂  is unit vector of outgoing normal (Fig.1.). 

Fig.1. Permanent magnet 

These currents produce magnetic vector potential 

(3) 
SV R

S
R
V d)(

4
d)(

4
)( sa

0
a

0 rJrJrA ,

where rrR .
Magnetic flux density is 

(4) )(rot)( rArB .

Inside a permanent magnet, magnetic field can be de-
termined using relation 

(5) MH 0 .

Outside a permanent magnet, magnetic field can be 
determined using relation 

(6) 0BH .

The second method is based on determining magnetic 
scalar potential m . Inside a permanent magnet magnetic 
scalar potential satisfies Poisson's equation 

(7) Mdivm .

Magnetic field vector can be presented as 

(8) mgradH .

Outside a permanent magnet 0M , because of that 
magentic scalar potential satisfies Laplace's equation, 

(9) 00m ,

and magnetic field vector is 

(10) 0m0 gradH .

The third method, that is mentioned in the paper for  
magnetic field calculation is based on superposition of 
elementary results obtained for elementary magnetic 
dipoles. 

Elementary magnetic dipole (Fig.2.) has magnetic 
moment  

(11) Vdd Mm .

This magnetic moment produces, at field point P ,
elementary magnetic scalar potential 

(12) V
RR 3 d

4
1d

4
1d 3m

RMmR
,

where rrR  and 

rrR  is distance from the point where  the 
magnetic field is being calculated to elementary source. 
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Fig.2. Elementary magnetic dipole 

After integration magnetic scalar potential is obtained 
as

(13) V
RR VV

d
4
1d

4
1

33m
RMmR

.

Toroidal shaped permanent magnet with air 
gap

Toroidal shaped permanent magnet of rectangular 
cross section with air gap is considered. It is homogene-
ously magnetized in direction of angular component ,

(14) M ˆM ,

where  , r  and z  are cylindrical coordinates (Fig.3.). 

Fig.3. - Toroidal shaped permanent magnet 

Dimensions of permanent magnet are h , 1R and 2R .
Outside the permanent magnet, magnetic scalar poten-

tial, at field point ),,P( zyx , can be detrmined using su-
perposition of results obtained for elementary magnetic 
dipoles, and it is presented in expression  (13), where 

(15) 222 ''' zzyyxxR rr ,

(16) zzzyyyxxx ˆ'ˆ'ˆ'rrR .

Relations between coordinates x , y , z  and cylindri-
cal coordinates are 

(17) cosrx , sinry , and zz .

Using these relations, distance from the point where 
the magnetic field is being calculated to elementar source, 
can be presented as 

(18) 22 )'()'cos('2' zzrrrrR 2 .

As magnetization has only angular component ,
scalar product RM  is obtained as 

(19) zyxRM ˆˆ'ˆ'ˆ' Mzzyyxx .

Relation between unite vectors x̂ , ŷ , ẑ  and ˆ  is 

(20) zyx ˆˆˆ1ˆ zyx
r

,

and the following expressions are also satisfied 

(21) 
x

r
1ˆˆx ,

y
r
1ˆˆy ,

z
r
1ˆˆz .

Using relations (17) and (21), the following relations are 
obtained 

(22) sinˆˆx , cosˆˆy , 0ˆˆz ,

and scalar product (19) can be presented as 
(23) )'sin('MrRM .

Substituting expressions (18) and (23) in (13), magnetic 
scalar potential is obtained as

(24)

2

1

2

2

2

23222
m

''cos'2'

'd'd'd)'sin('
4
1 R

R

h

h- zzrrrr

zrMr

Solution of this integral is 

(25) 
51

62

22

11
2m ln

4 CP
CP

CP
CP

R
r

M

42

22

31

11
3

82

71

31

42
1 lnln

CP
CP

CP
CP

P
CP
CP

CP
CP

R

542

741

331

132
1 ln

CPR
CPR

CPR
CPR

P

62

82

71

51
4 ln

CP
CP

CP
CP

P

841

642

232

431
2 ln

CPR
CPR

CPR
CPR

P

5

1331
5 Arctg2

P
PCPR

P

5

2232

5

1132 ArctgArctg
P

PCPR
P

PCPR
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5

2431Arctg
P

PCPR

6

1741
6 Arctg2

P
PCPR

P

6

2841

6

1542 ArctgArctg
P

PCPR
P

PCPR

6

2642Arctg
P

PCPR

where  
21
hzP ,

22
hzP ,

)cos(3 rP , )cos(4 rP ,
)sin(5 rP , )sin(6 rP ,

2

2
2

2
2

1 2
)cos(2 hzrRRrC

2

2
2

2
2

2 2
)cos(2 hzrRRrC

2

1
2

1
2

3 2
)cos(2 hzrRRrC

2

1
2

1
2

4 2
)cos(2 hzrRRrC

2

2
2

2
2

5 2
)cos(2 hzrRRrC

2

2
2

2
2

6 2
)cos(2 hzrRRrC

2

1
2

1
2

7 2
)cos(2 hzrRRrC

2

1
2

1
2

8 2
)cos(2 hzrRRrC

Components of magnetic field vector H , in 
0z plane, are 

(26) 
r
r

H
,m

r  and
r

r
H

,m .

Magnetic field lines in the air gap, for dimension of 
torus, 7,36 1 hR  and 82 hR , are shown 
in the Fig.4. 

Distribution of magnetic field in the air gap, when it is 
very thin, for the following dimension of the torus, 

7,90 1 hR and 2152 hR , are presented 
in the Fig.5.    

Fig.4. – Distribution of magnetic field in air gap 

Fig.5. – Distribution of magnetic field in air gap 

Rod shaped permanent magnet 
For calculation the magnetic field of rod shaped 

permanent magnet the method based on determining 
distribution of microscopic Ampere's current is used.  

Parallelopiped shaped permanent magnet of length l
and dimensions of cross-section a  and b  is considered 
(Fig.6.). It is homogeneously magnetised in direction of 
z axis,

(27) zM ˆM .

Fig.6. Parallelopiped shaped permanent magnet 

 Magnetization is uniform, so 0rota MJ , and 
only surface microscopic current of intensty MJ sa
exists on the rod cover, folowing in angular direction. 
Because of this, permanent magnet behaves as a thin, one 
layer uniformly winded solenoid coil. 

This current produces magnetic vector potential 
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(28) S
RS

d
ˆ

4
)( 0 nMrA ,

where the distance from the point where  the magnetic 
field is being calculated to elementary source has the 
form that is shown in expression (15). 

Magnetic vector potential has the following form 

(29)

2

2
0 2

2
2

0

2

zdd
4

a

a

l

zzbyxx

xMA

x̂

2

zdd2

2
0 2

2
2

a

a

l

zzbyxx

x

2

2
0 22

2

0

2

dd
4

b

b

l

zzyyax

zyM

ŷ

2

dd2

2
0 22

2

b

b

l

zzyyax

zy
,

so,

(30) yxA ˆˆ,, yx AAzyx ,

where components of magnetic vector potential have the 
following form 

(31) lzzdxdxgyPMzyxA ,,,,
4

,, 0
x

lzzdxdxgyP- ,,,, , and

(32) gygylzzd-xPMzyxA ,,,,
4

,, 0
y

gygylzzdxP ,,,, ,

where 
2
ad  and 

2
bg .

These components can be presented using integral 

(33) 
2

1

2

1
2222121

dd,,,,
x

x

y

y yxa

yxyyxxaP .

Solution of this integral is 
(34)

42

21
1

31

12
22121 lnln,,,,

Ry
Ry

x
Ry
Ry

xyyxxaP

41

12
2

32

21
1 lnln

Rx
Rx

y
Rx
Rx

y

11
2

1
2

3221

2312Arctg2
CyyaRxRx

RRxxa
a

22
2

2
2

1241

4112Arctg2
CyyaRxRx

RRxxa
a ,

 where 

2
2

2
2

2
1 yxaR , 2

1
2

1
2

2 yxaR ,

2
1

2
2

2
3 yxaR , 2

2
2

1
2

4 yxaR

32211 RRxxC , 41212 RRxxC .
When the magnetic vector potential is calculated, 

magnetic flux density can be determined as 

(35) zyx ˆˆˆ yx zBBB ,

where 

(36) 
z

zyxA
zyxB

,,
,, y

x ,

z
zyxA

zyxB
,,

,, x
y ,

y
zyxA

x
zyxA

zyxB
,,,,

,, xy
z .

Magnetic field inside and outside the permanent mag-
net can be determined using expressions (5) and (6). 

Parallelopiped shaped permanent magnet which cross-
section dimensions are a  and ab 2 and length al 4
is considered.  

The distribution of magnetic field  is presented in 
zx0  plane (Fig.7.) and in zy0 plane (Fig.8.) 

Fig.7. Distribution of magnetic field  in zx0  plane 
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Fig.8. Distribution of magnetic field  in zy0  plane 

Enlarged figure of magnetic field lines inside  the magnet 
is shown in the Fig.9.

Fig.9. Distribution of the magnetic field inside the rod in the 
zx0 and zy0 plane

Magnetic flux density  lines have the same direction 
as magnetization lines and the opposite direction of mag-
netic field lines inside the magnet and the same direction 
as magnetic field lines outside the magnet.  

Conclusion
The paper presents two different methods for determi-

nation the magnetic field in surroundings of permanent 
magnets. It contains calculation the magnetic field of the 
toroidal shaped permanent magnet with air gap, homoge-
neously magnetised in direction of angular component.  

Method that is used for this determination is based on a 
system of equivalent magnetic dipoles. The second 
method that is explained is based on determining 
distribution of microscopic Ampere's current and on 
calculation the magnetic vector potential. It is applied for 
determination the magnetic field of the rod shaped 
permanent magnet which is homogeneously magnetised 
in axial direction. The distribution of magnetic field of 
both permanent magnets are also shown in the paper. 
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Maximum energy flow problem through power systems
under interval uncertainties 

Georgi Sapundjiev, Simona Petrakieva 

Abstract: The present paper addresses the maximum 
energy flow problem through power systems under 
interval uncertainties. The main problem, which arises in 
the two basic models of control power systems: single 
source – multiple recipients and multiple sources - 
multiple recipients, consists of obtaining the maximum 
energy flow through the system considered. It can be 
solved using the graph theory and transforming the 
original models to the basic graph model with single 
source – single recipient. A new interval technique for 
obtaining the maximum energy flow in arbitrary system 
using interval channel capacities is suggested. The 
associated procedures have simple realization and take a 
small volume of computation and time resources. 
Numerical example of power system with single source 
and multiple recipients is solved. 
Keywords: maximum flow problem under interval 
uncertainties, graph theory 

1. Introduction 
The models, based on the graph theory [1], can be 

successfully used about flows control in the power 
systems.     

The vertexes and the arcs of the graph model   
LVG ,  correspond to the elements iV  and the 

connection channels )( jiij VVL  of the power 
system considered, respectively. The energy interaction 
between the elements  iV  and jV  of the system has 
exactly direction (“from  to” or “to  from” (fig. 1).  

Vi Vj

qij

Fig. 1 

Let the capacity and the flow, passed through the 
connection channel )( jiij VVL  are ijq
and ),( jiij VVff , respectively [2]. The topological 

analysis of the energy flows ijf  based on the following 
three assumptions, defined in [3]:

 energy balance condition;
condition for sequencing the flow ),( jiij VVff
to the capacity ijq  of  the channel;

condition for the invariability of the flow ijf
through the connection channel.

     2. Problem statement 
In analysis and optimization of the power systems 

the final graph model can be presented in the following 
two types: 

1 [1 ]rG G N  one source – multiple 
recipients ( )rN ;

2 [ ]s rG G N N  multiple sources ( )sN  - 
multiple recipients. 

    In this paper, the basic aims are following:
1) to suggest an approach for transforming the 

graph model of type 1G  or type 2G  in model of 
type [1 1]G G ;

2) to suggest an algorithm for obtaining the 
maximum energy flow when the graph model is 
of type one source – multiple recipients (the most 
often case in practice). Thus the following two 
problems arise: 
Problem 1:   Find the maximum flow passed 
through the system considered when the 
capacities ijq  of the connection channels are 
exactly determinate; 
Problem 2: Find the maximum flow passed 
through the system considered when the 
capacities   of the connection channels are 
independent intervals ,ij ij ijq qq .

Note: Throughout the paper, bold face letters will be used to denote 
interval quantities while ordinary letters will stand for their non-
interval counterparts.  

3. Solving the maximum flow problem in 
power systems 

3.1. Transforming the graph model of type 1G
(resp. 2G ) to model of type G

The solution of the Problem 1 can be determined in 
the following way. 

1. We introduce unreal recipient recV .

2. We assume that recV  is connected to all real

recipients ,{ }, 1,rec i rec rV V i N  with unreal 

channels ,i recL ( 1, )ri N  ( .2). 
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3. We assume that all channels ,i recL ( 1, )ri N
have the capacities ,i recq .

Thus, the model of type 1G  transforms to model of 
type G .

Note: The transformation of the model 2G  is analogous. Then 

we introduce an unreal source srcV , which is connected to all of sN
real sources with unreal channels ,src jL ( 1, )sj N  with infinite 

capacities. 
In the present paper, a new approach for 

transformation the graph model 1G  (resp. 2G ) to model 
of type G  is suggested. It consists of obtaining the 
channel capacities , ,i recq because using the condition 

,i recq , we have a lot of difficulties in solving the 
maximum flow problem in power systems.  

It supposed that the capacities of the unreal 
channels obtain from the following condition: 

(1) ,
( )

i rec ki
rec

q
L

q ,

where - ( )recL  is the input arcs set to the vertexes, 
which are beginnings of the unreal channels 

,i recL ( 1, )ri N .   
Throughout the paper, we will consider the model of 

type G , which is transformation of the model of type 1G
( . 2).   

LVsrc

fsrc,j fi,rec

V1,rec

... ... ...

,rN recV

recV

Fig. 2 

The input energy flow ( )in srcf f V  can be considered 

as flow generated from the vertex srcV , while the output 

flow – ( )out recf f V , can be examined as flow 

absorbed in the vertex recV . It is assumed that the flow is 
not changing passing through the intermediate vertexes.    

Note: For notational simplicity, we will use the terms graph arcs 
and vertexes instead of connection channels and system components.                       

3.2. Determinate algorithm solving the 
Problem 1  

It considers the case when the capacities of graph arcs 
take exact values.  

The algorithm consists of the following 3 procedures.  

1.  We determine the graph model   

1 [1 ]rG G N  of the energy system considered.  
2. The model  1G  transforms to the model of type 

[1 1]G G .
3. Based on the algorithm, proposed in [4], we find 

the maximum flow  maxf

   max max ( , ) max ( , )
i s

srs i s rec
V V V V

f f V V f V V ,

as follows: 
3.1. We obtain the marks 

1 2( ) ( ), ( )i i iM V M V M V , corresponding the graph 
vertexes (passing the graph from source vertex to 
recipient vertex), as follows: 

(2) 1( )i kM V V ,

( kV  is the vertex, which transmits the energy to the 

vertex iV  through the arc ,k iV V , while the symbols  
“+” and  “–” are fixed with respect to the possibility of 
increasing ( + ) or decreasing (–) of the flow through the 
arc ,r iV V )

(3) )()(2 iaddi VfVM ,

where )( iadd Vf  is the value of the additional flow 

from source vertex srcV  to the vertex iV  through the set 
of arcs, where the flow increase as follows:  

(4)
if

if

min

min

( ) ( ), ( , ) , ( , )
( ) ( ), ( , ) , ( , )

add i add k ki k i k i ki

add i add k k i k i ki

f V f V q f V V f V V q
f V f V f V V f V V q

.

3.2. We correct the flow, passing through the graph 
arcs from recipient vertex recV to source vertex srcV ).   

3.3. Interval algorithm solving the Problem 2  
In real energy systems the channel parameters 

cannot be exactly determined. Therefore the capacities 
ijq  of the channels cannot be considered as certain 

quantities and each parameter take on his exact value 
ijq within prescribed interval ijq . Thus, in the paper we 

will consider the case when the capacities of graph arcs 
are independent intervals. 

The algorithm for determining the maximum flow 
maxf  consists of three procedures – one initial and two 

iterative procedures. 
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Procedure 1 Determining the system graph model

1.1. We determine the transformed graph model  
LVG ,  and the interval capacities ijq  of the 

channels, which are presented in the following way: 

(5) _ _, :ij ij ij ij ij ij ijq q q q q x qq ,

where: _
ijq  is the left bound of the intervals ijq ;

ijq  is the right bound of the intervals ijq .

1.2. We find the capacities of the unreal channels 
using (1) which modify as follows: 

,
( ) ( )

, .i rec ij ij
rec rec

q q
L L

q

1.3. We assume the all energy flows are zero, i.e.  
( , ) 0is i sf f V V .

Procedure 2 Marks of the vertexes

2.1. We set a zero initial marks to all of graph 
vertexes, i.e. ( ) {0, 0}iM V .   

2.2. The source vertex srcV  gets an initial 

mark ( ) ,src srcM V V , which is constant until we 
find the problem solution. Its mark coefficient is 

2 ( )srcM V , because, in general, the quality of 

generalized energy from srcV  is infinitely. 
2.3. We determine the type of each of graph 

vertex iV :

iV is not marked;

iV is marked, but it is not verified, i.e. the vertexes 
connected to iV  with unique arc are not 
determined and not marked;  

iV  is marked and verified, i.e. the mark 
coefficients )(1 iVM  and )(2 iVM  are found.  

2.4. We obtain the vertexes mark coefficient from (4) 
and consider (5), as follows:  

(6)

riir

irraddiadd

riir

irriraddiadd

qVVf

VVfVfVf
qVVf

VVfqVfVf

),(if

,),(),(min)(
),(if

,),(),(min)(
_

_

and observe the following conditions: 
- we pass from iV  to 1iV  only if  iV is marked;

- we assume that the vertexes iV  and sV are not 
connected, if their respective arc siis VVL ,  satisfies 
the condition  
(7)                   __ ),(),( issisi qVVqVVf ,

 i.e. this arc is saturated.
2.5. We determine the vertexes marks based on the 

following conditions:  
if for V  and V  is satisfied 2 2( ) ( )M V M V ,

then we choose: 

(8) 

the arc , if ;

the arc , if ;

the vertex , if and .

i i j

j i j

i i j

L q q

L q q

V q q i j

if we can reach the vertex V  from the both 

vertexes V  and V , then we choose: 

(9) 2 2

2 2

the arc , if ( ) ( );
the arc , if ( ) ( ).

L V M V
L V M V

2.6. Then, all graph vertexes are marked and we go to 
the Procedure 3.  

Procedure  3 Energy flow correction

3.1. We choose the recipient vertex recV as a basis.

3.2. We determine the value ( )add recf V , which is the 
correction of the energy flow:  

(10) 2( ) ( )add rec recf V V .

3.3. We obtain the set of arcs 
, , ... ,rec s s j i srcV V V V VV , connecting 

in series all marked vertexes from recV  to srcV .
3.4. We correct the flows through these arcs by the 

condition:   

 (11) 

( , ) ( , ) ( ),
if ( ) , ( )

( , ) ( , ) ( ),
if ( ) , ( )

cor

cor

i s i s add rec

s i add s

i s i s add rec

s i add s

f V V f V V f
M V V f V

f V V f V V f
M V V f V

V

V
.

3.5. If we reach the source vertex srcV all marks take 

zero values, i.e. ( ) {0, 0}iM V  and save the energy 
flow values determined by (11). 

Note: The saturated arcs are not considered in the next iterations 
and the associated energy flow values are constant until the maximum 

flow maxf is obtained. 
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3.6. If all arcs inputting to the vertex recV  are 

saturated, the maximum flow maxf  is found. Otherwise, 
we go to Procedure 2. 

4. Numerical example 
The applicability of the method suggested will be 

illustrated by the following example of energy system 
with one real source srcV and two real recipients - 6V  and 

7V . The graph model is shown on fig. 3 . The intervals 

of the channels capacities ],[ _
isisis qqq are noted 

under the arcs, while the associated current flow passed 
through the arcs is written above the arcs and it is 
underlined. The vertexes marks are noted in square 
brackets near the associated vertexes for the current 
iteration. They are calculated by (2) and (3) taking in 
mind conditions (8) and (9).  

The initial vertexes marks and zero values of the 
energy flows LVVVVf sisi ,,0),( are given in fig. 
3b.  

Note: We will discuss only one iteration (fig. 3b), because it is not 
necessary to describe the same operations repeatedly.

Iteration 1 (fig. 3b) 

vertexes mark:

We mark the source vertex srcV  with  

( ) ,src srcM V V .

The direct connection vertexes with srcV  are 1V
and 2V . They get the following marks:  

1 2

2 2

, 14 ,because min , 14 0 14;
, 12 ,because min , 12 0 12.

src

src

V M V M
V M V M

Therefore the vertex   srcV  is marked and verified.  
Then we go to the next number marked, but 

unverified, vertex 1V . We determine the marks of the 
vertexes 2V  , 3V  and 4V  , which are direct connected 
with 1V :

2 1 2

3 1 2

4 1 2

, 8 , because min 14, 9 0 9
, 7 , because min 14, 7 0 7

, 12 , because min 14, 12 0 12

V M V M
V M V M

V M V M

.

We correct the mark of the vertex 
2 , 12srcV M V  based on (9) and it gets the 

following mark 1, 8M V . Then we correct the marks 

of the other vertexes ( 4V  and etc.) following the same 
way. Thus, the vertex 1V  is marked and verified. The 
final vertexes marks in this stage of Iteration 1 are: 

1

2 1

3 1

4 3

5 3

6 5

7 5

7

,

,14

,9

,7

,6

,4

,4

,4

,4

src src

src

rec

V M V

V M V

V M V

V M V

V M V

V M V

V M V

V M V

M VV

Hence, all vertexes are marked and verified.  

flows correction:

The vertex  recV  is basic. 
First, we find the additional flow, using (4)  

2( ) ( ) 4add rec recf V M V .

Second, we obtain the arcs set  

7 7 5 5 3

3 1 1

, , ,
, ,

rec

src

V V V V V V
V V V V

based on the first mark coefficients 1( )iM V  of the 
associated vertexes. 

Third, we determine the correction values of the 
energy flows through the arcs from the above set by (11), 
as follows:  

7 5 7 3 5 1 3

1

( , ) ( , ) ( , ) ( , )
( , ) 0 ( ) 4

rec

src add rec

f V f V V f V V f V V
f V V f

V
V

.

It is obvious that the condition 3 5 35( , ) 4f V V q  is 
satisfied for the arc 3 5,V V . Hence, it is saturated and it 
marks with bold arrow. 

We go to the next iteration, because the arcs are not 
saturated. 

After the last iteration (fig. 3c) the maximum flow is 
obtained as follows:  

from srcV  to 6V
6

max
( ) 10

srcV Vf ;
from srcV  to 7V

7

max
( ) 13

srcV Vf .
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Fig. 3 

4. Conclusion 
The interval algorithm suggested is universal. It can 

be applied for analysis of the power systems with two 
types models - 1 [1 ]rG G N  or 

2 [ ]s rG G N N , because these models transformed 
to the basic model of type one source – one recipient.

Obtaining of the maximum flow maxf , based on the 
topology of the power system considered and the flows 

distributing in it,  is very important for optimal control of 
energy resources. Consider the interval uncertainties in 
the capacities of the connection channels in the power 
system the analysis is more precise and the energy losses 
are reduced to minimum.  

The interval algorithm suggested can be expanded and 
applied for analysis of information and industrial 
systems, described by the graph theory models and 
interval uncertainties in the system parameters, which 
will be reported in future publications. 
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Electric Field Strength and Potential Determination
in Dielectric Body with Cavity

Slavoljub R. Aleksi , Zlata Ž. Cvetkovi , Mirjana T. Peri  and Bojana Z. Nikoli

Abstract: In this paper the calculation of electric field 
strength and potential in cylindrical dielectric body with 
cavity is presented. The cross-section of dielectric body 
can have an arbitrary, but known shape. The whole sys-
tem is in the homogeneous transverse electrical field. 
These results, obtained by the program’s package FEMM 
4.0, are compared to the results obtained by method of 
fictitious sources.

Keywords: FEMM4.0, Method of fictitious sources. 

Introduction
In last few years there has been developed a large 

number of program’s packages for solving problems in 
Electromagnetics. They make calculations easier and it is 
also a good way to confirm the results obtained by some 
analytical or numerical method. Some of those packages 
can be found on the Internet so they are available to a 
large number of users. First of all, these are student 
versions of the programs such as Quickfield and Max-
well, which have limited number of nodes (use the finite 
element method) so often they are not precise enough. On 
the other hand, there are full versions of more precise 
programs such as FEMM (version 4.0) developed by 
David Meeker. 

In this paper program’s package FEMM [1] is used in 
obtaining potential and electric field distribution in the 
cavity of dielectric body placed in homogeneous 
electrostatic field (Fig.1).

Fig.1. Dielectric body with cavity. 

The cross-section of dielectric body can have an arbit-
rary, but known shape. Results shown in this paper are 
only part of research, which had been done at Technical 
University of Ilmenau, Germany [2]. These results are 
compared to the results obtained by method of fictitious 
sources. The problem of the calculation of potential dis-
tribution and electric field strength in the dielectric bodies 
with cavities is considered also before, at previous confe-
rences [3], international meetings [4, 5] and magazine [6]. 

Program package FEMM 
Program’s package FEMM (Finite Element Method 

Magnetics) has had many versions since 1998. The last 
one, version 4.0, comes up with combination of versions 
intended for solving electrostatic (BELA) and magneto-
static (FEMM) problems. It can be used for low-frequen-
cy 2D electromagnetic problems, axisymmetric problems, 
linear and non-linear electrostatic and magnetostatic pro-
blems, as well as for magnetic problems in time domain. 
This program’s package is based on the finite element 
method. 

Method of fictitious sources 
One of the mostly used methods for numerical elec-

trostatic problems solving is Charge Simulation Method 
(CSM) or Method of fictitious sources (MFS) [6]. Basic 
idea of this method is replacing the existing electrodes by 
fictitious sources (FS), chosen in certain order and placed 
inside the electrodes volumes The unknown intensities of 
FS are determined to satisfy boundary conditions on the 
electrode’s surfaces. In that way, system of linear equati-
ons with FS as unknown values is formed,  

(1) 
j

jj qrpr )()( ,

where jq  represents the magnitude of the charge on the 

j th distribution, and )(rp j  is a coefficient that depends 
only on the type of the distribution and the position of the 
point r . After solving this system, the unknown charges 
of the FS can be determined. Using standard electrostatic 
formulas the potential and the electric field strength can 
be calculated. 

The correct choice of the type and the form of the FS 
is very important, especially with respect to the realized 
accuracy and convergence with the number of the FS [7]. 
Point charges (for three-dimensional systems), line char-
ges with constant density per unit length (for plan-parallel 
systems) and linear circular loops (for systems with axial 
symmetry), can be mostly used for FS. Also, a very diffe-
rent and complex FS can be used depending on the pro-
blem geometry and on the experience of the investigator. 

Numerical results 

Example 1
Dielectric body with circular cross-section and eccen-

tric circular cavity is placed in vertical external electro-
static field, yE ˆ00 E . Intensity of the electric field is 
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V/m1000E . Radius of the cavity is mm25b . Radi-
us of the cross-section is mm100a . Eccentricity is 

mm45c . Centre of cylinder and centre of the cavity 

lie on y -axis, which makes an angle of 90  with axis of 
the system. Value of the permittivity of dielectric body is 

3r .
This system is symmetric, so only one half of the 

problem is considered. As the program’s package FEMM 
can solve only the problems in closed system, it is neces-
sary to define boundaries, which are far enough from the 
cylinder so they don’t disturb the system. Mesh, which is 
applied, has 5729 nodes. A working surrounding with de-
fined boundaries is presented in Fig.2. Mesh size in the 
cavity is 1, and in the dielectric body it is 2. 

Fig.2. Circular cross-section of the dielectric body with 
eccentric circular cavity. 

It is also necessary to define the boundary conditions. 
FEMM offers usage of Dirichlet’s and Neumann’s boun-
dary conditions. 

In Dirichlet’s boundary conditions the magnetic or el-
ectric scalar potential is explicitly defined on the bounda-
ry. In this particular case on the vertical boundaries of the 
selected area, the condition 0d/d nV  is used. On the 
horizontal boundary in the bottom, the condition V0V
is used, and on the top, it is V100V . Unit normal 
vector to the interface is marked as n  and the potential is 
marked as V .

Neumann’s boundary conditions refer to normal deri-
vative of potential on the boundary area. In this particular 
case on the vertical boundaries, the condition 0d/d nV
is used. On the horizontal boundary in the bottom, the 
condition mV/100d/d 0EnV  is used. The conditi-
on V/m100/dd 0EnV  is applied on the horizon-
tal boundary on the top. 

In Fig.3 a potential distribution with equipotential 
lines for case of dielectric cylinder with circle cross-
section and Dirichlet’s boundary conditions is presented.  

Fig.4 and Fig.5 show electric field distribution with 
electric field intensity vector for case of dielectric cylin-
der with circle cross-section and Dirichlet’s boundary 
conditions.  

Fig.3. Potential distribution and equipotential lines  
(Dirichlet’s boundary condition). 

Fig.4. Electric field distribution and intensity vector  
(Dirichlet’s boundary condition). 

Fig.5. Magnitude of electric field intensity between points
(0,-200mm) and (0,200mm). 

Normalized values of the intensity of electric field in 
points )0,0(  and mm)45,0( are 0.4388 and 0.7829. 
These points are presented in Fig.5 as mm)200,0( and

mm)150,0( , in the same order.  
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Normalization constant is value of homogeneous 
electric field 100V/m. 

Usage of Neumann’s boundary conditions gives simi-
lar values. Because of limited space, here will be presen-
ted only the potential distribution (Fig.6).  

Fig.6. Potential distribution and equipotential lines 
(Neumann’s boundary condition).

When the problem is considered as axisymmetric, ob-
tained results are shown in Figs.7-9. In this case, Dirich-
let’s conditions are used on the boundaries of the selected 
area.

Fig.7. Potential distribution and equipotential lines  
(Dirichlet’s boundary condition). 

Fig.8. Magnitude of electric field intensity between points 
(0,-200mm) and (0,200mm). 

Fig.9. Electric field distribution and intensity vector  
(Dirichlet’s boundary condition). 

In Fig.10 the electric field strength distribution, with 
applied Neumann’s boundary condition, is presented. 

Fig.10. Electric field intensity 
(Neumann’s boundary condition).

Usage of method of fictitious sources for solving this 
particular problem is described in detail in papers [4-6]. 

In this paper the distribution of the electric field 
strength (Fig.11) and the potential distribution (Fig.12) 
for different number of fictitious sources and given valu-
es of “inserting” factor f  will be presented.

Fig.11. Electric field strength distribution along y -axis
( method of fictitious sources). 



364

Input data are: 8.01f , 2.12f , 8.03f ,
2.14f , 25.0/ ab , 45.0/ ac  and 3r .

Fig.12. Potential distribution along y -axis
(method of fictitious sources). 

Example 2

Dielectric body with square cross-section of side 
mm100a , with eccentric circular cavity of radius 

mm25b  and eccentricity mm45c is placed in trans-
verse electric field, yE ˆ00 E . Intensity of the electric 
field is V/m1000E .

The working surrounding in the program's package 
FEMM4.0 is presented in the Fig.13.  

Fig.13. Square cross-section of the dielectric body with 
eccentric circular cavity. 

Fig.14. Electric field intensity 
(Dirichlet’s boundary condition).

Figs.14-16 show the potential and electric field stren-
gth distribution. Also, the equipotential curves and elec-
tric field intensity vector are shown. These results are ob-
tained using Dirichlet's boundary condition, for planar 
problem. Mesh which is applied has 7086 nodes.  

Fig.15. Potential distribution and equipotential lines 
(Dirichlet’s boundary condition). 

Fig.16. Electric field distribution and intensity vector 
(Dirichlet’s boundary condition).

When the Neumann's boundary condition is applied, 
the electric field distribution is shown in Fig.17. 

Fig.17. Electric field intensity 
(Neumann’s boundary condition).
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When the problem is considered as axisymmetric and 
Neumann's boundary condition is applied, the electric 
field and potential distributions along the y -axis are 
shown in Figs.18-20.  

Fig.18. Electric field distribution and intensity vector 
(Neumann’s boundary condition).

Fig.19. Electric field intensity 
(Neumann’s boundary condition).

Fig.20. Potential distribution and equpotential curves 
(Neumann’s boundary condition).

Because of limited space, the electric field strength di-
stribution obtained using the Dirichlet’s boundary condi-
tion won’t be presented here.  

Here will be presented only the potential distribution 
for this case (Fig.21). 

Fig.21. Potential distribution and equpotential curves 
(Dirichlet’s boundary condition).

The potential and electric field distribution along the 
y -axis, for different number of fictitious sources, and for 

the same input data, as in the previous example, are 
shown in the Fig.22 and Fig.23. 

Fig.22. Electric field strength distribution along y -axis
(method of fictitious sources). 

Fig.23. Potential distribution along y -axis
(method of fictitious sources).

In Table 1, the electric field strength values in two 
points: )0,0(  i mm)45,0( , for all considered cases, are 
shown. 
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Table 1 
Electric field strength in points )0,0(  and mm)45,0( .

Problem type/ (V/m)E in points 
bound. condition (BC) )0,0( mm)45,0(

FEMM, planar, circle/ 
Dirichlet’s BC 

43.87 78.29 

FEMM, planar, circle/ 
Neumann’s BC 42.45 75.83 

Method of fictitious 
sources, circle 42.91 76.89 

FEMM, axisymm., circle/ 
Dirichlet BC 54.76 78.07 

FEMM, axisymm., circle/ 
Neumann BC 54.62 77.89 

FEMM, planar, square/ 
Dirichlet BC 44.89 76.77 

FEMM, planar, square/ 
Neumann BC 43.06 73.63 

Method of fictitious 
sources, square 39.75 70.34 

FEMM, axisymm., square/ 
Dirichlet BC 59.18 79.24 

FEMM, axisymm., square/ 
Neumann BC 58.75 78.69 

Conclusion
The electric field strength and potential distribution in 

dielectric body with eccentric cavity using the program's 
package FEMM4.0 are determined. The obtained results 
are compared with the method of fictitious sources re-
sults. Theoretically, the precision of the solution depends 
on the number and position of the fictitious points, i.e. a 
higher precision can be realized by increasing the number 
of FS. If they are very close or too far from the surfaces 
the obtained error is higher. We have found very good 
agreement with the results obtained by the program’s 
package FEMM4.0, in the planar problem case.  

Three-dimensional problems cannot be solved using 
this program’s package.  
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Analysis of Electrothermal Regimes of High Temperature Heating 
Elements with Negative Coefficient of Resistance 

Nikolai Nikolov 

Abstract: This work studies the regimes of operation of 
silicon carbide heating elements with negative 
temperature coefficient of resistance (TCR) while 
controlling their voltage, current and power. The 
obtained results may be used while choosing power 
supply source (regulator) for realization of specific 
processes.

Key words: ceramic, heaters

Introduction
Heating elements of silicon carbide (SiC) are 

distinguished by the strong temperature dependence of 
their electrical resistance, which falls while heating up to 
1000oC and then slowly rises. After a time, because of 
irreversible chemical reactions electrical resistance of the 
heater increases and the power dissipated by the heating 
element drops down. In some researches [2] is established 
that most favorable is the continuous work of the heating 
elements. Step control causes significant temperature 
fluctuations that destroy protective surface layer and the 
result is faster aging of the heaters [2] [3]. That imposes 
control of the parameters of the electrical power supply. 

The aim of this research is to study the heating of SiC 
heating element while controlling one of the parameters 
of the power supply – current, voltage, power, 
considering the maximum allowed temperature and 
power of the element. The results may be used as a 
recommendation for power supply design. 

Research 
Theoretic analysis is carryed out when supplying the 

heater from: 
constant power source; 
step power regulator source; 
constant voltage source; 
constant current source; 
source with temperature dependent current. 

All the calculations are made for particular heating 
element with following parameters (conformable to the 
maximum surface loading  - 5w  W/cm2): maximum 
dissipated power – 2000 W; diameter of active zone – 6 
mm; length of active zone – 1050 mm [1],[4]. 

1. Work at constant power 
The work of the heater at constant power corresponds 

to first stage of the heating process when heat energy is 
accumulated in furnace walls. Working temperature and 
heating rate are different according to the value of the 
power supplyed to the heater. The calculations of current 

and voltage values as a function of temperature are made 
at nominal power by using resistance versus temperature 
dependence known from litterature [1],[2],[4].The 
obtained value for the voltage varies widely (table1, 
fig.1).  

Table 1 
T,ºC 20 100 200 300 400 500 600 

I,A 2.97 3.23 3.67 4.13 4.62 5.33 5.94 

U,V 640 588 518 460 412 356 320 

P,W 1900 1900 1900 1900 1900 1900 1900

R, 215.4 182 141.1 111.4 89.1 67 54 

T,ºC 700 800 900 1000 1100 1200 1300

I,A 6.82 7.54 7.76 8.00 7.76 7.54 7.15 

U,V 279 252 245 238 245 252 266 

P,W 1900 1900 1900 1900 1900 1900 1900

R, 40.85 33.42 31.57 29.71 31.57 33.42 37.14

Fig.1
Connecting the heater to a power network with stable 

voltage (220 or 380 V) imposes the use of step-up and 
step-down regulators for the corresponding temperature 
ranges.  

Using power step regulator eliminates this 
inconvenience (table 2, fig. 2). By suitable choice of 
number of steps, voltage variation is limitted. Switching 
of power causes temperature fluctuations wich must be 
concerned and restricted to a safer range. 
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Table 2 
T,ºC 20 100 200 300 400 500 600
I,A 0.96 1.05 2.06 2.32 2.60 3.00 4.31
U,V 208 191 290 259 231 200 232
P,W 200 200 600 600 600 600 1000
R, 215.4 182 141.1 111.4 89.1 67 54 
T,ºC 700 800 900 1000 1100 1200 1300
I,A 4.95 5.47 6.42 6.62 7.76 7.54 7.15
U,V 202 183 203 197 245 252 201
P,W 1000 1000 1300 1300 1900 1900 1900
R, 40.85 33.42 31.57 29.71 31.57 33.42 37.14

Fig.2

2.Work at constant voltage
Powering the heating element by a constan voltage 

network requires conforming with the particular types of 
heaters because of the different initial value of their 
electrical resistance.

Output voltage of the transformer (which is a 
buffering device) is chosen according to : 
(1)  nomPRU min

2
min.RPU nom

where minR  is the minimum electrical resistance 
corresponding to temperature – 1000oC, nomP   is the 
nominal power of the heater . 

The results are presented in table 3 and on fig. 3. 
Table3 

T,ºC 20 100 200 300 400 500 600 
I,A 1.1 1.30 1.68 2.13 2.66 3.55 4.40
U,V 237 237 237 237 237 237 237 
P,W 261 309 398 504 630 840 1043
R, 215.4 181.9 141.1 111.4 89.1 66.9 53.9
T,ºC 700 800 900 1000 1100 1200 1300
I,A 5.80 7.09 7.51 7.98 7.51 7.09 6.38
U,V 237 237 237 237 237 237 237 
P,W 1375 1681 1779 1891 1779 1681 1510
R, 40.85 33.42 31.57 29.71 31.57 33.42 37.14

Fig.3
At 1000ºC the temperature coefficient of resistance 

changes and the resistance rises slowly with 
tempearature. That causes the power to drops down and 
that is inadmissible during the exploatation. To maintain 
constant value of the power at high temperatures increase 
of the input voltage is needed (table 4, fig. 4). 

Table4 
T,ºC 20 100 200 300 400 500 600
I,A 1.1 1.30 1.68 2.13 2.66 3.55 4.40
U,V 237 237 237 237 237 237 237
P,W 261 309 398 504 630 840 1043
R, 215.4 181.97 141.1 111.4 89.1 66.9 53.9
T,ºC 700 800 900 1000 1100 1200 1300
I,A 5.80 7.09 7.76 8.25 7.98 7.75 7.35
U,V 237 237 245 245 252 259 273
P,W 1375 1681 1902 2021 2012 2007 2007
R, 40.85 33.42 31.57 29.71 31.57 33.42 37.14

Fig.4
The voltage regulator must ensure fluent change of 

the power and current. That makes the heating process 
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slower and reduces the probability of mechanical strains 
to occur. The possibility to control the value of the 
voltage makes the regulator suitable to work with 
different heater types (with different resictance and 
nominal power) and also eleminates the agging problem. 

3.Work at constant current
Electrical parameters of the heating element at 

constant current are determined by the following 
expressions: RIP .2  and RIU . . The value of the 
current is chosen in condition with:  

(2) nomPRI max
2 . maxRPI nom

where maxR  - is maximum value of the electrical 
resistance ( at the beginning of heating process) ; nomP
- is the nominal power of the element, W. 

Table5 
T,ºC 20 100 200 300 400 500 600 
I,A 3.05 3.05 3.05 3.05 3.05 3.05 3.05 
U,V 657 555 430 340 272 204 164 
P,W 2004 1693 1313 1.036 829 622 501 
R, 215.4 181.9 141.1 111.4 89.1 66.9 53.9 
T,ºC 700 800 900 1000 1100 1200 1300
I,A 3.05 3.05 3.05 3.05 3.05 3.05 3.05 
U,V 125 102 96 91 96 102 113 
P,W 380 311 294 276 294 311 345 
R, 40.85 33.42 31.57 29.71 31.57 33.42 37.14

Fig.5
The work of the heater at constant current is 

characterized with decrease of the power in the 
temperature range 20-1000oC. The heating element may 
be considered as self-regulating device: any change of 
temperature caused by external factors results in a 
reciprocal change of the power. By suitable choice of 
current variation above 1000oC is possible to extend the 
zone of self-regulation. This regime may be used 
throughout the second stage of the heating process (after 

reaching the working temperature). Disadvantage of this 
method is the wide range of voltage change. 

4.Work at temperature dependent current 
source

Another possibility is powering the heating element 
by temperature controlled current source. The current 
value is deternined after following formula: 

TbafI .)(  and the coefficients a and b, are 
chosen so that the flowing current provides power less or 
equal to the nominal power of the heater.  

Table6 
T,ºC 20 100 200 300 400 500 600 
I,A 0.52 1.04 1.56 2.08 2.6 3.12 3.64 
U,V 112 189 220 232 232 209 196 
P,W 58 197 343 482 602 651 713 
R, 215.4 181.9 141.1 111.4 89.1 66.9 53.9 
T,ºC 700 800 900 1000 1100 1200 1300
I.A 4.16 4.68 5.2 5.72 6.24 6.76 7.28 
U,V 170 156 164 170 197 226 270 
P,W 707 732 854 972 1229 1527 1968
R, 40.85 33.42 31.57 29.71 31.57 33.42 37.14

Fig.6
Using the power vs temperature graphic the process 

may be divided in two periods with different heating 
rates. If two equal temperature ranges are chosen: 100 oC
to 700 oC and 700 oC to 1300 oC, then relative times and 
heating rates may be calculated after: 

(3) 98,0.
236849
100700..

1

1
1 KK

P
TKt

(4) 4,0.
8802365
7001300..

2

2
2 KK

P
TKt

where : K  - constant; 1T , 2T  - temperature ranges; 

1P  , 2P  - changes in power for the temperature 
ranges; 1t , 2t  - times of the two periods. 
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Considering that 60021 TT ºC, heating rates 

are
1

1
1 t

TV ,
2

2
2 t

TV , and their ratio is: 

(5) 45,2
4,0

98,0
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1

2

2

1

1

1
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t
T
t
T

V
V

This regimen should be used in consideration with 
maximum allowed heating rates for the detail and furnace 
insulation 

Conclusion:
The analysis of working regimen of SiC heaters with 

negative TCR reveals the following special features: 
constant power of the heating element is maintaned 
using complicated dependence of voltage vs 
temperature;  
at constant voltage (in consideration of the 
maximum dissipated power) initila proportional 
increase of the power is observed. After reaching 
1000oC a change of voltage value is needed to 
sustain constant power (otherwise it begins to fall 
down); 

at constant current the power is proportional to the 
electric resistance. As a result during the 
exploatation the furnace may not reach the initialy 
set temperature. 

 The study of SiC heating elements with negative 
coefficient of resistance confirms the need of specialized 
power supply with regulated parameters in accordance 
with the effectuated process.
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Analysis of Electrothermal Regimens of High Temperature Heaters  
with Positive Temperature Coefficient of Resistance 

Nikolai Nikolov, Hristofor Tahrilov 

Abstract: High temperature metaloceramic heating 
elements are characterized with strong temperature 
dependence of their electrical resistance and require the 
use of regulated power supply. This research presents 
results from theoretic analysis of heating process when 
the heating element is powered by source with constant 
voltage, power or current. The obtained results may be 
used while choosing power supply source (regulator) for 
realization of specific process. 

Key words: Kanthal Super, heaters.

Introduction
 The work of high temperature electrical resistance 

furnaces is characterized by some specific features as a 
result of the metaloceramic heaters that are used. They 
are distinguished by strong temperature dependence of 
their electrical resistance and that requires control of 
power supply voltage. The work of MoSi2 heaters without 
regulator is impossible due to the low electrical resistance 
at the beginning of heating process that causes great 
currents to flow. Recommendations for their operating 
regimes are given in manufacturer’s literature [1],[2],[3]. 

The aim of the following research is to study the work 
of MoSi2 heaters while controlling one of the parameters 
of the power supply: current, voltage, power and in 
accordance with maximum operating temperature and 
maximum allowed current. 

Research
Theoretic analysis is carryed out supplying the heater 

from: 
step power regulator source 
constant power source 
step voltage regulator source 
constant voltage source 
constant current source 

The actual process of heating must be conformable to 
maximum heating rate, which is determined by thermal 
and mechanical parameters of heater and thermal 
insulation. 

All the calculations are made for particular heating 
element with following parameters: maximum dissipated 
power – 2000W; diameter of active zone – 6 mm; length 
of active zone – 315 mm; maximum allowed current – 
150A. 

1. Work at step power regulator 
Temperature dependence of the specific electrical 

resistance is given by: 

(1)   .120
After Kanthal’s design handbook the heating process 

is accomplished by switching the power according to: 
to 200 º C    instPP 31 W; 
to 600 º C    instPP 32 W; 
to 1400 º C    instPP W.

Results from calculations are presented in table 1 and 
graphically on fig.1. 

Table1 
T,ºC 20 100 200 300 400 500 600 700 
P,W 666 666 666 1332 1332 1332 1332 1998
I,A 282 233 198 244 219 200 226 212 
U,V 2.36 2.86 3.37 5.45 6.09 6.67 8.82 9.44
T,ºC 800 900 1000 1100 1200 1300 1400  
P,W 1998 1998 1998 1998 1998 1998 1998  
I,A 199 188 179 171 164 157 151  
U,V 10.03 10.63 11.16 11.68 12.21 12.73 13.27  

Fig. 1 
That mode of operation determines variable values of 

current and voltage. Throughout the heating process 
current value is greater than maximum allowed so the 
heater is overloaded and that imposes to choose another 
solution either for interconnection of the heaters or for the 
step controller (to change number of steps and initial 
value of the switched power). 

2. Work at constant power  
Maintenance of constant power is achieved by 

regulating the voltage according to: 
(2)  RPU .
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Results from calculations are presented in table 2 and 
on fig. 2. Likewise the above regimen the initial value of 
the current is greater than maximum allowed: 

263,I/I nombeg  - where begI  - is current at the 

beginning of heating process; nomI  - is maximum 
allowed current for the specifyed heater type. That causes 
stronger electrodynamic forces to occur, which is highly 
undesirable.  

Table 2 
T,ºC 20 100 200 300 400 500 600 700 
P,W 2000 2000 2000 2000 2000 2000 2000 2000
I,A 489 403 343 299 268 245 226 212 
U,V 4.08 4.95 5.83 6.67 7.46 8.17 8.82 9.44
T,ºC 800 900 1000 1100 1200 1300 1400  
P,W 2000 2000 2000 2000 2000 2000 2000  
I,A 199 188 179 171 164 157 151  
U,V 10.0410.63 11.16 11.68 12.21 12.73 13.28  

Fig. 2 
As a result work at constant power equal to nominal 

is not recommended. Maximum power of the heater is 
reached at 1500oC and that corresponds to determined 
value of the electrical resistance, which is fifteen times 
greater than the value at room temperature: 

15/ startend RR .

3. Work at step voltage regulator  
Supplying the heater from step voltage regulator 

causes sharp changes of power and current at moment of 
switching. That has unfavorable effect on both heater and 
thermal processing. Improvement of working conditions 
is achieved by increasing number of steps. Results from 
calculations are presented in table 3 and on fig. 3. 

Table 3 
T,ºC 20 100 200 300 400 500 600 700 
P,W 1078 732 2116 1615 1291 1078 2078 1817
I,A 359.4 244.2 352.7 269.2 215.2 179.7 230.9 201.9
U,V 3 3 6 6 6 6 9 9 
T,ºC 800 900 1000 1100 1200 1300 1400  
P,W 1607 1433 1299 1186 1085 998 918  
I,A 178.6 159.2 144.3 131.8 120.6 111.0 102.0  
U,V 9 9 9 9 9 9 9  

Fig. 3 

4. Work at constant voltage 
When the heating element is working at constant 

voltage source the value of that voltage is chosen so that 
the current is less then maximum allowed for the 
specifyed type of heater: 150maxmin IRU A - 
where minR  - is the resistance of the heater at the 
beginning of heating process. Results from calculations 
are presented in table 4 and on fig. 4. 

Table 4 
T,ºC 20 100 200 300 400 500 600 700
P,W 187 127 92 70 56 47 40 35 
I,A 149.7 101.8 73.5 56.1 44.84 37.44 32.07 28.04
U,V 1.25 1.25 1.25 1.25 1.25 1.25 1.25 1.25
T,ºC 800 900 1000 1100 1200 1300 1400  
P,W 31 28 25 23 21 19 18  
I,A 24.8 22.11 20.04 18.31 16.74 15.41 14.17  
U,V 1.25 1.25 1.25 1.25 1.25 1.25 1.25  

Fig. 4 
 Because of the positive temperature coefficient of 

resistance, power and current are falling down while 
temperature rises. The maximum power is attained at the 
beginning of heating process and is ten times smaller than 
nominal power of the heater. That results is establishment 
of much lower working temperature so this regimen 
becomes unusable for high temperature heating.  
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5. Work at constant current  
Using source with constant current allows sustaining 

the maximum current throughout the heating process. The 
obtained temperature dependences for power and voltage 
are almost linear. Results from calculations are presented 
in table 5 and on fig. 5. 

Table 5 
T,ºC 20 100 200 300 400 500 600 700
P,W 175 258 357 468 586 702 819 937
I,A 145 145 145 145 145 145 145 145
U,V 1.21 1.78 2.47 3.23 4.04 4.84 5.65 6.46
T,ºC 800 900 1000 1100 1200 1300 1400  
P,W 1060 1189 1311 1436 1570 1705 1854  
I,A 145 145 145 145 145 145 145  
U,V 7.31 8.20 9.04 9.90 10.83 11.76 12.79

Fig. 5 

Conclusion:
The analysis of working regimens of MoSi2 heaters 

with positive temperature coefficient of resistance reveals 
the following special features: 

Working at constant power equal to the nominal is 
impossible in view of the high current that flows at 
the beginning of the process. 
Great fluctuations of power and current while 
connected to a step voltage regulator. That requires 
increase of number of switching steps. 
At constant voltage in accordance with maximum 
allowed current is impossible to reach maximum 
power of the heating element. 
Work at constant current is most favorable because 
of linear increase of the power and maximum 
current loading of the element. The results show 
that this regimen may be realized by regulating the 
voltage. 
The study of self-dependent work of the heating 
elemens must be extended with complex analysis of 
the whole system: heater – furnace – load. 
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About Using Dimming Devices in Tunnel Lighting 

Angel Pachamanov, Neli Ratz, Emil Ratz, Nikolay Matanov 

Abstract: The report describes the peculiarities when 
applying electronic devices for group dimming for 
adapting lighting for road tunnels. The harmonics of the 
electric current in the supplying lines, made by the non-
linear character of the electrical load and the non-
sinusoidal character of the supplying tension are 
evaluated.

Keywords: tunnel lighting, dimming of high pressure 
sodium lamps (HPSL) 

1. Introduction 
It is well known, that the artificial lighting in the 

entrance zone of road tunnels is regulated at the level of 
the adaptation luminance L20 for the car driver before 
entering the tunnel [1]. The luminance L20 depends on the 
entrance surround, position of the Sun and the 
atmospheric conditions. It is advisable the smooth change 
of the luminous flux (the so called dimming) of the high 
pressure sodium lamps (HPSL) to be used with a view to 
minimum expenditure of electric energy when controlling 
the tunnel lighting. Normally the lamps in one of the 
supplying lines are dimmed, i.e. 25-33% from the 
adaptation lighting. The rest of the lamps work at two-
position regime (switched on – switched off) because of 
the higher efficiency of the lamps at nominal regime. 

The group dimming could be achieved through 
several approaches: 

Through decrease the amplitude of the supplying 
tension; 
Through phase control of the efficient value of the 
supplying tension (Urms); 
Through changing the shape and the frequency of the 
supplying tension. 

Results of researches done with devices, realizing the 
first two ways of dimming are given in [2]. The present 
report describes the peculiarities of the third way. The 
possible regimes for work of invertors with frequency 
from 50 to 125 Hz are examined, permitting dimming of 
tunnel luminaries of the entrance and transition zone 
without changing the traditional control gears in them [3]. 
In order not to enlarge the losses of energy in the inverter, 
which directly influences the real lighting yield of the 
lamps, the form of the tension, generated for one of the 
regimes is non-sinusoidal. That leads to additional 
increasing the level of the higher harmonics of the current 
towards the luminaries and loss of tension in the lines 
respectively, different from that at sinusoidal current [4].

2. Main part 
2.1. Devices for frequency dimming 
The module rectifier–inverter is the basic structure for 

every frequency transformer (Fig.1). They are produced 
at broad scale of electric power because of their large-
scale application in electric motion with asynchronous 
motors. When these modules are used for group dimming 
of high pressure sodium lamps in street and tunnel 
lighting, the algorithm for control of the key elements of 
the inverter ensures pseudo-sinusoidal (Fig.2) or six-
pulsed tension (Fig..3) towards the load. One priority of 
the first method is the lower level of the high harmonics 
of the current in the lines. From the other side this way of 
control is connected with higher losses of energy, 
dispersed in the transistors of the inverter, because using 
of PWM with frequency, several times higher than the 
basic one. 

Fig.1. Module for AC-DC-AC conversion of supplying tension 

Fig.2. Pseudo-sinusoidal tension at the exit of an inverter with 
PWM

The inconvenience of the direct usage of this type of 
modules for dimming of high pressure sodium lamps is 
that the supply of the inverter is one-phased and the exit 
of the inverter is without neutral - the lamps are 
connected to two line tension. In that case the power of 
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the modules is not fully used (Fig.4). A variant with three 
phase supply is also possible, when the inverter is 
supplied with double polar tension. The exit tension of 
the inverter in that case has rectangular shape instead of 
six-pulse (Fig.5). 

Fig.3. Six-pulse tension at the exit of an inverter

.4. One-phase supply of the rectifier (one-polar supply of 
the inverter) and connection of the luminaries to the two line 

tension

Fig.5. Three-phase supply of the rectifier (two-polar supply of 
the inverter) and connecting the luminaries to the line-neutral 

tension

2.2. Current harmonics at one-polar supply tension 
of the inverter 

The measured current harmonics in the three lines of an 
inverter with one-polar supply tension (Fig.4) are shown in 
tables 1 and 2. It can be seen that at the two types of modulation 
(with PWM 1kHz and six-pulsed) in the three lines there is zero 
harmonic which is result by the non-symmetric wearing out of 
the lamp electrodes. 

Table 1 
Current harmonics at the exit of an inverter with PWM 1kHz

 ia , % ib , % ic , % 
0 1,3 8,3 16,6 
1 100,0 100,0 100,0 
3 0,5 0,6 0,5 
5 2,9 2,2 2,4 
7 1,0 1,0 0,8 
9 0,2 0,1 0,1 

Table 2 
Current harmonics at the exit of an inverter with six-pulsed 

modulation

 ia , % ib , % ic , % 
0 1,2 7,6 10,5 
1 100,0 100,0 100,0 
3 0,4 0,6 0,6 
5 6,4 6,1 6,2 
7 4,3 4,3 3,7 
9 0,2 0,1 0,1 

.6. Line-neutral tension and current at the exit of an 
inverter with basic frequency 50-125 Hz and PWM 1kHz 

.7. Line-neutral tension with frequency 50-125 Hz and 
current at the exit of an inverter with six-pulsed modulation 
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2.3. Inverter with two-polar supply tension and 
extended basic frequency 

When devices for group dimming of HPSL are 
developed, it is more convenient the inverter to be 
supplied with a two-polar tension and the lamps to be 
connected to line-neutral tension (Fig.5). In that case the 
inverter can provide different according to the shape and 
magnitude of the lines tension and so – low levels of the 
zero current harmonic. Thus the life of the lamps is 
prolongated and before the end of their resource they are 
changed in groups (a normal practice for the tunnel 
lighting).  

Aiming at decreasing the weight of the inductive 
ballast and avoiding pulsations of the luminous flux it is 
advisable the frequency of the supply tension to be 
enlarged. Frequencies from 250 up to 700 Hz are suitable, 
in which range the pulsations of the luminous flux are 
smaller, which influences favourably the functions of the 
human eye and no resonance phenomena are noticed in 
the work of the lamp. 

Fig.8. Simulation of supply tension with bipolar 
PWM, tension and current through HPSL and current 

through the neutral wire

 The Fig.8 shows the simulation of the work of the 
supply device with a group of PSL. A three-phase 
source of PWM tension with bipolar modulation has been 
used. The model designed supposes [5] that the frequency 
transformer works of the basic harmonic 250 Hz. The 
parameters of the ballasts to the lamp are L=0.026H and 
R=1 ohm and the simulation is implemented for three 
HPSL EWZ 400W. The enlarging of the number of the 
lighting sources is connected only with the enlarging the 
time for the calculation at simulation. At the end one can 
see the current through the zero wire. Obviously, its 
frequency is three times bigger than that of the basic 
harmonic of the supply tension, and its amplitude is about 

15% from the amplitude of the phase (line) current. The 
frequency of the high-frequency pulsations corresponds 
to the frequency of PWM. 

.9. Simulation of rectangular supply tension, 
tension and current through HPSL and current through 

the neutral wire 

The Fig.9 shows the simulation of group dimming of 
HPSL. A three-phase source with rectangular form of 
tension (without PWM) with bipolar modulation has been 
used. Obviously, the triangular form of the current is 
defined by the rectangular form of the supply tension and 
the inductive character of the load. At this variant of 
supply, the current through the neutral (zero) wire is 
about 43 % of the phase current.

3. Conclusions 
It is most convenient at group dimming of HPSL the 

converter to be supplied with two-polar tension and the 
lamps to be connected in the classic style – between a 
phase and the neutral. This decision permits during the 
process of growing old of the lighting sources the inverter 
to realize a suitable change of the coefficient of filling in 
the supply tension aiming at neutralizing the results of the 
ventil effect – overheating of the ballasts and decreasing 
the life of the lamp-ballast set. 

It is advisable the frequency of the supply tension to 
be changed from 250 to 700 Hz when dimming for 
decreasing the weight of the inductive ballast and leaving 
the zone of unfavourable influence of the pulsations of 
the luminous flux. For the short distances at which it is 
normal to work in the tunnel lighting, these frequencies 
permit  becoming lighter the construction of the tunnel 
luminaries, without increasing the losses in the  control 
gears of the luminaries in the supplying lines as well.  



377

References 
[1] CIE Publication 88, Guide for the Lighting of 

Tunnels and Underpasses. International Commission 
on Illumination (CIE), 1990 

[2] Ratz N., A. Pachamanov. Research of possibilities 
for dimming of high pressure discharge lamps. 
Proceedings of XII National Conference Light’2004, 
15-17 June 2004, Varna, Bulgaria 

[3] www.tunnellighting.com

[4] Pachamanov A., N. Ratz. Voltage losses in lines of 
lighting system supplied by inverter. Izvestia na TU-
Sofia, 2005 

[5] Ratz N. Modeling of high pressure discharge lamps 
by dimming. Dissertation for Ph.D. Technical 
University-Sofia, 2005 

Angel Pachamanov - Dr. Eng., Assoc. Professor, 
Electric Power Supply and Equipment Department, 
Technical University - Sofia, , -mail: pach@tu-sofia.bg

Neli Ratz - Mag. Eng., Assistant Profesor, OTK - 
Technical University – Sofia, E-mail: 
neliratz@yahoo.com

Emil Ratz - Dr. Eng., Assoc. Professor, Electric 
Machines Department, Technical University – Sofia, E-
mail: emil_ratz@yahoo.com

Nikolay Matanov - Mag. Eng., Assistant Profesor, 
Electric Power Supply and Equipment Department, 
Technical University – Sofia 



ELMA 2005 Sofia, 15-16 September 2005 

378

Composit Foamed Thermoplastics with Increased Electrostatic Safety

Nikolay Piperov and Vasil-Mario Piperov 

Abstract: The conventionally obtained polymer and 
plastic products possess  high surface ( s) and volume( v)
electrical resistance. By friction or contact with other 
hard objects they are easily electrified and the 
electrostatic charges, accumulated on their surface 
create conditions for the formation of discharges. By 
determined energy or inflammation of explosion – risk 
products materials or gas blends these discharges are too 
dangerous and could induce disastrous after- effects 
when conventionally polymer products are used in the 
explosion – risk production, electrical industry and 
special machine – building. Such disadvantages could be 
overcome with the help of a purposeful structure forming 
in the composed foamed thermoplastic melt, obtained in 
the conditions of the method of injection – moulding with 
gas counter – pressure (MIMGSP) by suitable filling with 
nano-sized or complex fillers and formation of the 
characteristical for this high technological eco – method, 
“bone-structure” of the products from composed foamed 
thermoplastics with constructional use and increased 
electrostatic safety. 

Keywords: moulding under gas counter pressure, 
structure-forming, structural model, electrostatic 
properties, morphological peculiarities, physical-
mechanical indices; foamed recycled thermoplastics.

Introduction
 The utilization of polymer materials as well as of 

composit foamed thermoplastics (CFT)on the base of 
nano-sized (anorganic and organic) fillers in various 
technical branches recently requires development of new 
constructional products with increased stability towards 
the accumulation and the effect of electrostatic charges. It 
is known that conventionally obtained polymer and 
plastic products possess high surface ( s) and volume ( v)
electrical resistances. By friction and contact with other 
hard objects they are easily electricized and the electrical 
charged accumulated  on their surface create conditions 
for formation of discharges, which by a determined 
ignition energy of explosion –risk products, materials and 
gas-blends are rather dangerous and could provoke 
katastrophical  aftereffects when used in electrical 
industry, special machine-building and in explosion-risk 
production [1-3]. 

Method
Introducing special fillers to increase conductivity of 

thermoplastical matrix it is possible to decrease 
significantly v and s.Very often by such experiments 
the polymer composits decrease their cofigurational 
stability, functional designation and some physical-

mechanical indeces  in a determined temperature –
performance range. It is possible to overcome these 
disadvantages with the help of purposeful structure – 
forming in composit foaming thermoplastic melt in the 
terms of the method of injection – moulding with gas 
counter – pressure (MIMGSP) by suitable filling with 
nano – sized filler as to obtain the characteristical for this 
high – technological eco – method “bone” structure of the 
CFT – products with constructional designation and 
enhanced electrostatical safety. Our analysis of literature 
and experimental data of the potential of the combination 
from homogenically foamed melt – core and presence of 
precisely dosed filler, distributed in the bound interphase 
zones of the structural model system “thermoplastic 
matrix – nano – sized filler gas – phase” showed that it 
comes to changes in the whole spectrum of physical – 
chemical, structural and physical – chemical. Structural 
and physical  properties of the multiphase thermoplastic 
matrix: dielectrical constant, conductivity, crystallinity, 
refraction index, oxidation potential ant other.     

Without pretending to exhaust , we shall mention 
those utilization domains of the examined composits, 
some of which realized and some in realization process; 
casings and covers for heavy starter batteries , 
“monoblock” type; gas exchange materials and gas – and 
fluid – separating membranes, heterostructures protection 
from statical electricity and other of the casings and 
surface elements of electric devices, containers for works 
in the explosion – risk production, computer and cosmic 
technique and other.  

The different theories of initiating of electrostatical 
charges are based on the so called “twofold electro – 
layer”, formed at the position of contact of two surfaces. 
In our model structural systems on Fig.1 the bound phase 
surfaces are between the stiff thermoplastic matrix and 
the stiff phase of the filling particle (Fig.2) , inbetween 
the gas-phase and the stiff thermoplastic matrix as well as 
between the gas-phase (Fig.3) and the surface of the siff 
filler-parcticle.  

By a given concentration of fillers – parcticles we 
observe contact also between stiff filler-parcticles, which 
are able to form even conductive small bridges in the 
dielectric thermoplastic matrix (Fig. 4b) as the gas phase 
is in the form of closed gas-bubbles, when contacting 
with the other phases, an electrical twofold layer is also 
formed but only at the side of the stiff surface. 

Depending of the volume part of the filler, the 
conductivity of the composit will change from 2 by  < 

n, i. e. when the filler’s particles are isolated one from 
other (Fig.4a) until 1 by  > n, , i. e. when a continuous 
medium of contacting particles is formed (Fig. 4b), where 

1 –  conductivity of nano-sized particles, 2 –
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conductivity of thermoplastic matrix,  – volume part of 
the filler with conductivity 1, Cn- bound (threshold) 
volume of current – passing, at which for the first time in 
the thermoplastic matrix a continuous conductive circuit 
with microscopic length is occurring. When introduced 
some theoretical assumptions are harmonized with 
experimentally obtained dependences of conductivity of 
the composition compound and structural particularities 
of test samples. 

Fig.1. Model structural multi-phase system “thermoplastic 
matrix” (1); spherical parcticle – nanosized filler (2); gas-
phase (spherical bubble) (3); triclinic crystallogpraphic system 
– space grate, determined by three periods  ,b,cand three 
angles ,  and  . 

      
Fig.2. Bound phase surfaces in model composition 

structures: 1 – thermoplastic matrix, 2 – model filler – particles 
; a - matrix system ,  - statistical system,  - structurized 
(stiched together) flat system,  – stucturized volume system.  

Fig..3.Bound Phase surfaces between gas-bubbles – 1 and 
hard thermoplastic matrix with nanosized fillers particles -2.  

Fig.4. .Microphoto of structure of filled test bodies – the 
filler’s particles are isolated in a thermoplastic matrix.  

Fig.4.b. Microphoto of structure of filled test bodies – the 
filler’s particles are contacting and form circuit electrical 
conductive formations 

Hence, a generalized conductivity ( m) of composit 
system matrix type (Fig. 2 ) with model cubic-ordered 
grate and parallel walls of ordering would have following 
form [4]; 
(1) 13

C1
22m C)(

21

21

(2)          )z2( f
C

1m

                                                by C > Cn , 
   where z is the quantity of neighbouring nozzles – 
conductors in the grate, i.e. the conductivity is increasing 
linearly with concentration enhancement of the 
introduced filler at the account of the increased number of 
the infinite structural formations conductive character. By  

< n the expression of the generalized elconductivity 
will  be : 
(3)            

f
C.

2
z1

m
2        , 

where f is factor of filling (correlation of filler’s particles 
volume to the full volume of composit)  in a model, 
whose particles have the form of sphere with radius equal 
to the half of the distance until the closest neighbouring 
particle, hence, these are structures, at which the 
elconductive filler doesn’t form current – conducting 
circuits, and it’s particles are more or less unevenly 
distributed in the volume of the thermoplastic matrix by 
samples with dence structure. In such a case a filling 
ranging from 65 – 70 mass% is necessary as to achive  
some elconductivity, but this leads to an abrupt reduction 
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of physical-mechanical properties of the ready made 
products.  

Results
In accordance with [4] the fluctuation-diffusion 

mechanism by vacancies (“potential pits”) in the 
structural grate and the experimental achievement of the 
optimum from the combination of these properties with 
the elconductivity through composition compound, 
filler’s type and technological potential of the MIMGSP 
are the obtained results as well.  

Fig.5. Dependeces for v from the quantity, type and 
characterictics of the introduced in CFT composit fillers; 1- 
kaolin, 2 – graphite (C1 modification), 3 – metal disperce filler, 
4 – binary filler (kaolin – graphite disperce filler) 5 – acetylenr 
smuts ( modification C2) . 

From Fig 5-7 is to be seen that V  depends to a big 
degree not only on the the type , properties and quantity 
of introduced fillers, but also on the degree of gas 
counter-pressure and quantities of gasformers as well as 
morphology of the foamed structure, predetermined to a 
significand degree from moulding terms.  

 When  changing size, type, anyzotrophie and other of 
the gas-bubbles in the foamed core of the mouldings, 
increase the chaotic state of structural elements, the 
wall’s size separating one from the other bubble or from 
the filler’s particles, or the anyzotrophic ordering of the 
structural elements in the volume of the thermoplastic 
matrix. 

Fig.6. Dependences for the volume, electrical resistance 
( v) from particles size  d of complex filler (aerosol + boron 
carbide) and from moulding terms of CFT PP – test samples:  1 
– conventionally moulded under pressure (with dense 
structure), 2 – conventionally moulded with foamed structure, 3 
– moulded according MIMGSP (  = 15 g/ 2) with foamed 
structure (heterogene), foaming degree : 0,85 g/ 3,, 4 – 
moulded according MIMGSP (  = 15 g/ 2) with foamed 
structure (homogene), foaming degree:  0,75 g/ 3

Fig.7. Dependences for ( v) from the degree of gas counter-
pressure   and from the quantitity gasformer:  1 – 
conventionally moulded test bodies; 2 – moulded according 
MIMGSP test bodies  ( =10 g / 2), 3 – moulded according 
MIMGSP test bodies  ( =20 g/ 2). 

All this enables the so called pit electrical 
conductivity through polymer walls, fencing particles- 
filler of gas bubbles in investigated composit. In the 
bound zones of the system “thermoplastic matrix – filler 
– gas bubble” exept for direct contacts also significant 
concentrations of free carriers of charges under the action 
of external electric field can occur. This creats conditions 
for electric field formation around structural switchings 
on and at the presence of “overlapping” it comes to 
injection of elcharges and current flow in such a way, i. e. 
in the foamed and moulded according. MIMGSP – 
samples certain elconductivity even at lower 
concentrations of the fillers (but after given values for 
Cn). 

The dependences of V  from testing temperature for 
test samples determined in two ranges : low temperature 
– from - 600  to +200  and high temperature from +200

t  1000 . This is subject of discussion of our following 
publication. 

Conclusion
 The composit foamed thermoplastics moulded in 

MIMGSP – terms with well developed fine – cell and 
homogene structure have with about 1,5 - 2,5 orders 
lower values for v and when filled with nanosized 
(complex on the base of aerosol and boron carbide + 
titanium diboride) filler – from 4 to 5,5 orders lower 
values for . v in comparison  to the same samples, 
moulded under pressure with dencse structure. 

Acknowledgements 
This papers is in accordance with grant  NT -2-

02/2004 of Fund ”Scientiic Invest.” of Ministry of 
Education and Science”  

References 
[1] “Nanoscience & Nanotechnology”, “Heron press 
science ser.”, 1984, 318; 
[2] , . .

. “ ”, ., 1983, 176; 



381

[3] , . .

,
.

,  4, 1987, 99÷104; 
[4] , . . .

, “ ”, 1977, 192; 
[5] , . . . ., “ ”,
1929; 

Nikolay Piperov  – Assoc. Professor, Dr., Institute for 
Metal Science _ Bulgarin Acadamy of Scinces, Sofia, Bul. 
“Shipchenski Prohod” 67, 1567 Sofia ,Bulgaria   
-mail:inpiperov@abv.bg. 

Vasil – Mario Piperov  – Associate Professor, Dr., 
Faculty of Electrical Engineering, Technical University 
of Sofia,     8 Kl. Ohridski Str., 1000 Sofia, BULGARIA.  
-mail: pipi@tu-sofia.bg. 



ELMA 2005 Sofia, 15-16 September 2005 

382

Simulations and Measurements of Some Parameters  
from Plate-Type Electrostatic Precipitators 

Gabriel Nicolae Popa,  Corina Dini , Cristian Abrudean and Ovidiu Tirian 

Abstract: The plate-type electrostatic precipitators have 
long been used by industry applications as the preferred 
method for controlling pollution with dust particles. The 
paper analyze the collection efficiency when are used 
different voltage supplies of electrostatic precipitators 
sections, the gas particles mases distributions, the inlet 
and the outlet dust concentration. The simulations 
compear with real parameters will show that is a good 
agreement between the ESPVI 4.0.a model and plate-type 
electrostatic precipitators parameters.

Keywords: pollution, electrostatic, precipitators, model 

Introduction
     The globalization of the environmental pollution 
problems caused by the increase of industrial production 
will lead in the cleaning of the waste gases. The basic 
idea of electrostatic precipitators is to give the particles 
an electrostatic charge when are place them into an 
electrostatic field that drives the particles to a collecting 
plates (electrods) connected to earth.  
     This type of electrostatic precipitator is used to 
remove polluants from large flow gas (hundreds of 
thousand m3/h). The efficiency of electrostatic 
precipitators depends by voltages shape and amplitude, 
by types of power supply, by current control, by 
geometry of electrostatic precipitators, by types of 
discharge wires, by gas composition, by particles 
distribution, by gas flow, by temperature, by gas pressure 
and particles velocities distribution [1].  
     One of software that compute the plate-type 
electrostatic precipitators performances is ESPVI 4.0.a. 
The model predictions show good agreement with 
experimental measurements taken at plate-type 

electrostatic precipitators from U.S.A. under several 
operation conditions. For the modelling with ESPVI 4.0.a 
software are used parameters from thermal power station 
plate-type electrostatic precipitators (from Romania). 
     The dry plate-type electrostatic precipitators is used in 
industry applicaton to controlling pollution with dust 
particles. 
     The model predictions of ESPVI 4.0.a software shows 
good agreement with experimental measurements taken 
at plate-type electrostatic precipitators (ESP) from U.S.A. 
under several operation conditions. The ESPVI 4.0.a 
software is the latest in a long series of  ESP models 
sponsored by the United States Environmental Agency. 
This software has a lot of plate-type electrostatic 
precipitators parameters: 
-the tehnological electrostatic precipitator parameters; 
- the electrical electrostatic precipitator parameters for 
every sections; 
- the gas parameters; 
- the dust parameters. 
It is analyzed the work of plate-type electrostatic 
precipitators from thermal power stations (from) 
Romania with three sections [2,4]. 
    With this software and the tehnological and electrical 
parameters from industry may be compare the 
performance of plate-type electrostatic precipitators for 
understanding how does it work. 

The Plate-Type Electrostatic Precipitators 
Performances 
     For the modelling with ESPVI 4.0.a software it is used 
electrostatic precipitators, with three sections (no. 4, 5, 6) 
from Thermal Power Station Mintia-Deva from Romania 
(1200 MW) [5,6,7]. 

Table 1 
The main electrical characteristics for plate-type electrostatic precipitators supplies from Thermal Power Station Mintia-Deva 

The main electrical characteristics ESP no.5 ESP no.6 ESP no.7 
The supply number [-] 6 6 6 
The low voltage supply 2x380 V 10%  

50 Hz 
2x380 V 10%  
50 Hz 

2x380 V 10%  
50 Hz 

The nominal supply current [A]  607 595 595 
The ESP peak high voltage [kV]  111 111 111 
The ESP nominal high voltage [kV]  65 65 65 
The ESP maximal current [mA] 2800 2800 2800 
The ESP nominal current [mA] 2000 2000 2000 
The apparent power [kVA] 237.2 238 238 
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Table 2 
The main tehnological characteristics for plate-type electrostatic precipitators (ESP) 

 from Thermal Power Station Mintia-Deva from Romania 

The main tehnological characteristics ESP no.5 ESP no.6 ESP no.7 
The number sections 3 3 3 
The height of collecting plates (electrodes) 12 12 12 
The distance between the collecting plates and the 
discharge wires [m] 

0.3 0.3 0.3 

The duct number from sections 54 55 56 
The nominal gas stream flow [m3/h] 728900 728900 675000 
The inlet dust concentration (from design) [mg/m3] 85.69 93.61 93.61 
The outlet dust concentration (from design) [mg/m3] 0.75 0.889 0.889 
The collecting efficiency [%] 99.12 99.05 99.05 
The nominal temperature of inlet gases [0C] 148 148 148 
The maximal temperature of inlet gases [0C] 163 163 163 
The nominal ashes flow, evacuate from ESP [t/h] 44.5 44.5 44.5 
The unburn combustible from ashes [%] 0.3-1.2 0.3-1.2 0.3-1.2 
The gas viscovity [kg/(m/s)] (1-5) 10-5 (1-5) 10-5 (1-5) 10-5

The inferior calorific power of coal [kcal/kg] 2750 2450 2450 
The dust resistivity [ cm] 109-1013 109-1013 109-1013

   

     Because the electrostatic precipitators treat large gas 
flow, its are dived in three sections and every sections are 
diveded in two fields for reliability, every sections has 
own electrical supply. 
     The discharge wires are dispose in the ducts and are 
equidistances. 

Simulations and Measurements of 
Tehnological and Electrical Parameters Using 
ESPVI 4.0.a Software 
     The ESPVI 4.0.a  (Electrostatic Precipitators U-I 
Curves and Performance Model) software is from 1992.  

Fig.1. 

     The cumulative and differential mass distributions at 
inlet of precipitators are shown in fig.1. 
The model predictions shows good agreement with 
experimental measurements tahen at plate – type 
electrostatic precipitators from U.S.A. under several 

conditions, including high resistivity ashes, the use of 
rectified current and intermitent energization of ESP 
sections, different size of dust particles (up to 1000 m), 
detects the onset of back Corona, peak to average ratio of 
voltages, different shapes of discharge wires.  
      The number and the mass as function of size dust 
particles are shown in fig.2. 

Fig.2. 

     When the ESP sections are supplies with full wave 
(1:01 with high voltage bridge, with negative polarity at 
discharge wires) the operation point (the onset Corona 
and spark discharge) are present in fig.3. for sections 1, 2, 
3 for ESP [2,3]. 



384

Fig.3. 

     The ESP voltage waveforms with high voltage bridge 
are present in fig.4. 

Fig.4. 

The intermitent energization of sections with different 
degree of energization (3, 5 and 7) are present in fig. 5, 6, 
7.

Fig.5. 

Fig.6. 

Fig.7. 

    An intermitent energization is one ESP current pulse 
are present and a number of current pulses are suppresed. 
     In fig.8, 9, 10 was simulated the main current-voltage 
characteristics (the onset Corona voltage, the spark 
discharge voltage and the spark current) in the case of DC 
energization, full wave energization and intermitent 
energization (1:03, 1:05, 1:07, 1:09). 

Fig.8. The onset Corona voltage for every section (1, 2, 3) when 
the ESP sections are supplies with the same voltage. 

Fig.9. The spark discharge voltage for every section (1, 2, 3) 
when the ESP sections are supplies with the same voltage. 
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Fig.10. The current density when is spark discharge for every 
section (1, 2, 3) when the ESP sections are supplies with the 

same voltage. 

     The collecting efficiency depending on the voltage 
supply are present in fig.11.  

Fig.11. The collecting effciency depending on the voltage 
supply.

Fig.12. The collecting efficiency depending on the voltage waveforms and gas dynamic viscosity 

     The onset Corona voltage it is the same for every 
sections, indifferently by the voltage waveforms. The 
onset Corona voltage for sections 1 is bigger than the 
onset Corona for section 3 (fig.10). This observation are 
available for spark discharge voltage (fig.11). The current 
density, for intermitent energization 1:03,…, 1:09 are 
smaller for section 1 and bigger for section 3 [1,4]. 
    The best collecting efficiency is when are supplies 
every sections with DC voltage (ideal) and full wave 

voltage (98%) and the worst collecting efficiency when is 
use intermitent energization 1:09 (96.15%). 
     In fig.12 is present an analyze of collecting efficiency 
depending on dynamic vicosity and the waveforms 
voltage. The collecting efficiency are diminish when the 
dynamic viscosity and intermitent degree energization are 
lower. 
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Fig.13.The electrostatic precipitators with n sections 

It is note with qi[g/m3] the inlet dust concentration and 
with qf[g/m3] the outlet dust concentration for 
electrostatic precipitators. The plate-type electrostatic 
precipitator collection efficiency  [-] is: 

(1) 
i

f

q
q

11 ,

Let consider an plate-type electrostatic precipitators with 
n sections (fig.13). Practically, the maximum number of 
sections is 10. At the outlet of n-1 sections, the dust 
concentration is qn-1 [g/m3]. 
    The collection efficiency 1[-] of section 1 is: 

(2) 
iq

q1
1 1 ,

    The collection efficiency 2[-] of section 2 is: 

(3) 
1

2
2 1

q
q

,    

    The collection efficiency n[-] of section n is: 

(4) 
1

1
n

f
n q

q
,   

From rellations (1), (2), (3), (4) results the total collection 
efficieny:
(5) n1...111 21 ,
     The total collection efficiency depends by every 
sections collection efficiency. 

Table 3 
The measurement and simulate collection efficiency for different ESP with three sections

Collection efficiency  No. qi[g/m3] qf[g/m3]
Measured [5,6,7] 

m [%] 
Average 

avg [%] 
Simulated 

s [%] 

Relative error 

100
m

sm  [%] 

1 24.908 0.147 99.408 
2 25.528 0.138 99.459 ESP 4 
3 24.127 0.154 99.362 

99.41 98 1.41 

1 20.746 0.187 99.098 ESP 5 
2 20.061 0.198 99.013 

99.055 98 1.06 

1 20.593 0.167 99.189 ESP 6 
2 26.464 0.113 99.573 

99.381 98 1.39 

Table 4 
The average diameter of dust collecting in ESP sections

davg1 [ m] 
section 1 

davg2 [ m] 
section 2 

davg3 [ m] 
section 3 

ESP 4 79.7 45.15 50.68 
ESP 5 73.4 45.5 56.3 
ESP 6 74.6 38.7 38.6 

     From table 3 results that the simulated collection 
efficiency is close by measured collection efficiency (the 
rellative error is between 1.06-1.41 %). That 
demonstrated the performance of prediction model from 
ESPVI 4.0.a software. From table 4 results that the 
average diameter of dust particles are smaller to the outlet 
sections. 

Conclusions 
      The collection efficiency electrostatic precipitator 
depends on voltage waveforms, among other factors. Is 
necessary to supply with different shapes voltage from 
section to section to obtain a high collection efficiency. 
The dust resistivity rise up to outlet section. The inlet 
section may be supply with DC voltage (ideal) or full 
wave voltage with bridge diodes) for well charge of dust 
particle with normal resistivity. The outlet section may be 
supply with intermitent voltage (with different degree of 
intermitance) to collect dust particle with high resistivity. 
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Invariability of Torques at Magnetization Modification Technology
by Slowly Changed Fields

Peter Dineff and Raina Tzeneva 

Abstract: The magnetization modification technology 
involves a set of modern technologies for obtaining 
materials with physico-chemical properties modified by 
changing their structural organization. From 
electromagnetic point of view it is substantiated the 
invariability of the magnetic force action upon the mag-
netic turning moments at the transition from a uniform 
magnetic field to a non-uniform one. The magnetic turn-
ing moments acting upon the magnetic kinetic structure 
elements is evaluated.  

Keywords: adiabatic invariability, magnetical dipole 
moment, magnetical kinetic structure element, , magnetic 
torque, slowly changing uniform and non-uniform mag-
netic fields. 

Introduction
The magnetic or magnetization modification is in the 

basis of created magnetic technologies for modification 
of materials - polymers and polymeric materials, rubbers, 
metals and alloys, bio-materials, cement and polymer-
cement concrete ware, water and water solutions, Fig. 1 
[1, 2]. 

The magnetization polarization technology of physi-
cal modification of materials (diamagnetics, paramagnet-
ics and ferromagnetics) is based on the concepts for the 
orientational (polarizing) behavior of so-called magnetic 
kinetic structural elements (KSE) during their motion in 
external magnetic field [1, 2, and 3]. 
 The own screening investigations of the authors for 
creating magnetic technological devices (MTD) directed 
with time the attention to using non-uniform magnetic 

field technologies, ensuring greater technological effect 
in treating materials of various nature, polymeric 
materials included as well [4, 5, and 6]. 

Fig. 1. General technological diagram of magnetic modification 
by magnetization of materials in static magnetic field for linear 

(a, b) and rotational (c) relative motion. Distribution of the 
intensity H along the direction of motion x (d). 

1 - treated material (TM); 2, 3 - magnetic poles - north (N) and 
south (S); 4 - solenoid, number of turns N. 

 Even in the case of magnetization modification in 
uniform magnetic field ( 0dxdH ), the material treated 
passes through a non-uniform magnetic field with a 
gradient of changing the field H having different signs - 
positive ( 0dxdH ) at entering, and negative 
( 0dxdH ) at going out from the device, Fig. 1. 

It is posed the justified question for the contribution 
of additional orientating magnetic moments, caused by 
the non-uniformity of the magnetic field, to orientational 
modification of materials. 
 In the same time, it is well known that in many practi-
cal cases the magnetic field changes weakly at distances 
commensurable with the trajectory of motion of KSE,
which defines on one hand the so-called invariability of 
their magnetic moment, and on the other hand – the in-
significant effect of the additional orientating magnetic 
moments on polarization [2]. 

Fig. 2. Magnetic kinetic structural element (MKSE) – equivalent 
presentation of MKSE as a magnetic dipole and as a current 

loop.

THE PURPOSE of the present work is to propose de-
fining expressions for torques acting upon kinetic struc-
tural elements in the magnetization modification technol-
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ogy and to evaluate the degree of change in the magnetic 
field acting upon kinetic structural elements.

Physical models of magnetization modification 

The modification of every material in a magnetic field 
may be represented through the interaction of the kinetic 
structure elements (KSE) constituting it with the external 
magnetic field, these elements acquiring for various 
causes the possibility to perform motions – first of all 
rotational ones, at a higher energetic state, or at thermal 
and/or acoustic activation of the material [1 and 2]. 

It is assumed that these interactions remain linear for 
changing the intensity H of the magnetic field and the 
temperature, i. e. it remains in force the principle of su-
perposition.
 Kinetic structure elements (KSE) may be represented 
in their interaction with the magnetic field through a 
magnetic dipole with magnetic pole strength mQ  and 
length l , i. e. as a magnetic structure kinetic element 
(MKSE), Fig.2. 
 It is well known that the magnetic dipole and the cur-
rent loop are equivalent [7]: 

(1)  AIlQm m .

Magnetic kinetic structural element in static 
uniform magnetic field - magnetic torques
 Let assume that MKSE is situated in a static uniform 
magnetic field H, as suggested in Fig. 3 [7]. 
 The north (+) pole experiences a force F to the right 
and the south (-) pole an equal force F to the left. The 
torque T , or turning moment (force x distance), on the 
dipole is: 

(2)  sinHmsinHlQsinlFT m0 ,

where HQF m ; l - length of dipole;  - angle between 
dipole axis and H; lQm m  - magnetic dipole moment, 
A.m2 [7]. 

Fig. 3. Magnetic dipole in a uniform field H - in this case the 
torque is clockwise and tends to align (m > 0) the unit vector n0

with H.

 The magnetic moment of the paramagnetic materials 
as a vector m has the direction of positive sense of the 
unit vector n0 - from the negative to positive poles, when 
m = + |m|, or 0m .
 The magnetic moment of the diamagnetic materials as 
a vector m has the direction of negative sense of the unit 
vector n0 - from the positive to negative poles, when 
m = - |m|, or 0m .
 Then the magnetic dipole will turn around its axis till 
the magnetic torque reduces its magnitude to 0T0  or 
vector m becomes collinear to vector H:
at 0m :

(3)  0sinHmT0 : 00sin .

at 0m :

(4)  sinHmsinHmT0 or

(5)  2cosHmT0 :

0sin2cos .

 The polarization or arrangement of MKSE in one di-
rection is a relaxation process as it is carried out against 
the counteracting thermal chaotic motion of MKSE. It 
becomes possible only at low internal friction 
(resistance), i. e. at thermal or acoustic (phonon) actua-
tion of the material. In such a way, as a result of the 
magnetization, MKSE form an oriented structure along 
the direction of the external magnetic field. 
 The magnetic dipole moment m of MKSE with vol-
ume , containing elementary magnetic dipoles with 
dipole moment m  of number N, may be represented 
through the magnetic dipole moment M per unit volume, 
called magnetization [7]: 

(6)  mNmNdMm ' , A m2.

The magnetization M of MKSE depends only on the 
magnetic susceptibility m  of the structure element and 
the magnetic field intensity H:

(7)  H1HM rm

where 1rm ; HB 0r - relative perme-
ability, dimensionless ratio; 4000 - permeability 
of vacuum, nH m-1 [7]. 
 The magnetic susceptibility m does not depend on the 
field – on the intensity H, on the degree of non-
uniformity of the magnetic field, and on the temperature 
T. It is a characteristic of the material and of MKSE.
 For the existence of only one type of elementary 
magnetic dipoles - constM , i. e. for a mono-relaxation 
process of magnetization and the same number N of the 
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elementary dipoles per unit volume, according to Equa-
tion 6, the magnetic dipole moment m is given by: 

(8)  Mm .

 Then, the magnitude of the magnetic torque is deter-
mined by Equations 2 and 8: 

(9)  sinHMsinHmT0 , or 

(10) sinHT 2
m0 ,

(11) sinH1T 2
r0 .

 The magnetization has the character of a polarization 
process, as the magnetic torque T0 depends on the square 
of the magnetic flux density H2.

Fig. 4. Technological diagram of a device with closed magnetic 
circuit. The device has three polar groups alternating along the 

direction of motion - NS-SN-NS with periodic change in the 
direction of magnetic field H. A section of the device is shown.

 The magnetic technological devices with linear mo-
tion of the material treated are constituted as a sequence 
of alternating polar groups NS, as that shown in Fig. 1a. 
Changing the direction of magnetic field H does not af-
fect the direction and sense of the torque. This, from its 
part, allows building closed magnetic systems of minimal 
dispersion of the magnetic flux, Fig. 4. 
 Magnetic technological devices with rotational mo-
tion are also built with closed magnetic circuit, Fig. 1c. 

 Magnetic kinetic structural element in static 
non-uniform magnetic field - magnetic torques 
 The interaction picture becomes more complex in a 
non-uniform magnetic field, as in the general case the 
gradient of the magnetic field grad H may have all possi-
ble directions with respect to the field H.
 However, the general formulation of the issue re-
quires that the MKSE motion direction shall be connected 
firmly with the direction of increasing and decreasing of 
the magnetic field. This assumption already poses the 
question of the existence of two interaction models – 
model 1, in which the motion is directed along the direc-
tion of the magnetic field, and model 2, in which the mo-
tion is directed transversally to the magnetic field. 
 The physical model of behavior of MKSE in these two 
characteristic cases is created under the condition that the 
magnetic moment m of MKSE remains invariable during 

its motion in the magnetic field. It is assumed a priori the 
so-called adiabatic magnetic moment invariability that 
simplifies the consideration of the problem [7]. 

Model 1
 Let assume that MKSE is situated in a non-uniform 
magnetic field, where the direction of changing the 
magnetic field gradx H = xH  is along the motion 
direction x - x of MKSE, and is parallel to the direction of 
the intensity H of the magnetic field, as suggested in 
Fig. 5.  
 The intensity of magnetic field H has already got 
different values in items 1 and 2 - 21 HH , so that the 
two forces are of different magnitudes 21 FF
( 1m1 HQF ; 2m2 HQF ), Fig. 5. 

 The magnetic torque T acquires the form: 

(12) sin
2

HHm
2
lF

2
lFT 21

21 .

 After appropriate transformation of Equation 12: 

(13) sinHHH2
2
mT 121 ,

the following expression for the torque is obtained: 

Fig. 5. Occurrence of magnetic torque T for MKSE motion in a 
non-uniform magnetic field. The increase of the field gradx H

(H2 > H1) is transversal to the intensity of the field H –along the 
motion direction x – x of MKSE.

(14) sinHH
2
msinHmT 121 , i. e. 

G0 TTT ,

where the first term T0 represents the torque at uniform 
magnetic field with intensity H = H1, and the second term 
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TG – additional torque from the non-uniformity of the 
field H2 – H1.
 The additional torque TG depends strongly on the size 
of the magnetic dipole l and the field gradient - 
gradx H = dH/dx = const: 

(15) .2sin
dx
dH

4
lmTG

 By using Eqs. 8 and 9, the additional torque may be 
represented in the form: 

(16) 2sin
dx

dH
8

lT
2

m
G .

 Than the general equation describing the MKSE be-
havior for motion in the magnetic field will be: 

(17) 2sin
dx
dH

2
lmsinHmT .

Model 2
Let assume that MKSE is situated in a non-uniform 

magnetic field, where the direction of changing the 
magnetic field and the MKSE motion direction are ori-
ented transversally to the direction of the magnetic field 
intensity H, as suggested in Fig. 6. 

Fig. 6. Occurrence of magnetic torque T at MKSE motion in a 
non-uniform magnetic field. The increase of the field gradx H
(H2 > H1) is transversal to the  field intensity H – along the 

MKSE motion direction x - x.

 In this case the magnetic torque is also described by 
Equation 14, the additional torque acquiring a new ex-
pression: 

(18) 2
G sin

dx
dH

2
lmT  or 

(19) 2m
G sin

dx
dHH

2
lT .

 Then the general equation describing the change in 
the torque will be of the form: 

(20) 2sin
dx
dH

2
lmsinHmT .

Adiabatic invariability of the magnetic kinetic 
structural magnetic moment and of the force ac-
tion
 The analysis of Eqs. 17 and 20 shows the relatively 
weak influence of the additional torque TG in the 
magnetic devices used in practice. 
 Structure kinetic elements of the largest size are ob-
served in polymeric materials – groups and segments at 
molecular level and supermolecular structural formations 
as spherulites, packs, nodules, at supermolecular level of 
structural organization. 
 The characteristic size of magnetic dipoles l of the 
molecular and supermolecular MKSE remains rather 
small – from 10-8 to 10-5 m, which for field intensity H
about 60  120 kA/m and gradx H about 104 kA/m2 de-
termines negligibly small values of the additional torque 
TG, Eq. 20. 
 Let assume sin  = 1: then the magnitude of the addi-
tional torque TG will be commensurable with the magni-
tude of the magnetic torque T0 at observing the condition 
l > 10-2, i. e. for MKSE dimensions of the order of centi-
meters. 
 The picture may become substantially different for 
rapidly   changing magnetic fields, for which gradx H 
exceeds 106  108 kA/m2. However, the modern MTD
devices belong to the group of devices with a slowly 
changing magnetic field. 
 In such a case it will be justified to introduce the fol-
lowing action invariability principle for MKSE motion in 
constant magnetic fields: the local non-uniformity of a 
slowly changing magnetic field within the limits of the 
dimension l, characteristic for the really existing MKSE, 
does not affect substantially the magnetic torque T, as the 
component TG remains negligibly small.
 All deduced relationships, Eqs. 18, 19, and 20, are 
valid for invariability of the magnetic moment of MKSE
in magnetic fields changing slowly either with time, or in 
the space. 
 The magnetic dipole moment m as well as the mag-
netization M manifests themselves as a result of the ani-
sometry of MKSE. The elementary magnetic dipole 
moments, the action of which is summed up, manifest 
themselves at the atomic level (orbital precession dia-
magnetism), and for them the adiabatic invariability of 
the magnetic moment is valid even to a greater extent. 
This comes to explain the reasons for the a priori as-
sumed invariability of m and M in magnetic fields chang-
ing slowly with time and in the space.  
 The analysis carried out helps making one more step 
forward: the magnetic torque T = T0 in real devices with 
slowly changing magnetic fields follows the change in 
the magnetic field, in accordance with Eqs. 10 and 11, or 

x

+

Qm

Qm

F2

F1

n0

F1 sin

F2 sin
l

Rotation 
axis

m

Torque
T

x’

l cos

S

N

H2 > H
H2

H1

H

dx
dH

l sin



392

the principle of invariability of the magnetic action is in 
force. 

Simplified magnetic treatment devices 

Mathematical models 

Fig. 7. Layout of the simplified magnetic devices – practically 
uniform (a) and non-uniform (b) magnetic fields. 

 The magnetic technological devices with permanent 
magnets are designed by constituting a structure of a 
design module repeated along the direction of motion of 
the material treated, Fig. 4. 
 The design nodule, or the so-called simplified 
magnetic treatment (SMT-) device, consists of two per-
manent magnets, situated at a determined distance – 
d = 15 mm, which form together one polar group and 
create a practically uniform field, Fig. 7a; or a non-
uniform, monotonously increasing magnetic field, the 
distance d being reduced in such a way that its average 
values remains dav = 15 mm, Fig. 7b. 

SMTD is built of permanent strontium magnets 
(Cf 24) with dimensions 50 x 12 x 32 mm. They are 
characterized by coercive force Hc  224 kA/m; residual 
flux density Br = 0.37 T; and energy product 
(BH)max  24 kJ/m3.

 Calculation results 
 Analysis of the electromagnetic field for the two types 
of SMT-devices can be accomplished using a two-
dimensional (2D-) model. 

 The distribution picture of the field B along the x - x
axis of the SMT-device reveals a peculiarity – one polar 
group of two permanent magnets produces a picture cor-
responding to three polarity-alternating effective polar 
groups that correspond to the input part A, the subpolar 
space B and the output part C of the gap, Figs. 7 and 8.  

 Under each effective pole the magnetic flux density B
increases, attains its maximal value of about 
Bmax = 50 mT (Hmax = 39.8 kA/m), maintains it, and then 
decreases. The sequencing of magnetic poles follows 
alternatively with the change in the direction of the flux 
density, Fig. 8a. 
 The SMT-device with a non-uniform field keeps the 
observed structure of the magnetic field, but the maximal 
value of the magnetic flux density goes up to 
Bmax = 120 mT (Hmax = 95.5 kA/m), or 2.4 times. 

a)

b)

Fig. 8. Numerical models of the simple magnetic devices: prac-
tically uniform (a) and non-uniform (b) magnetic fields. 

 The distribution picture of the flux density along the 
x - x axis of SMT-device reveals even more clearly the 
changes emerging in all zones of the device - A, B, and C.
There are no sectors with relatively uniform magnetic 
field, i. e. in each region the field H increases or de-
creases, Figs. 8a and 8b.  
 The magnetic torque T0 depends on the square of the 
field intensity H, in accordance with Eqs. 10 and 11, or 
the maximal torque increases 5.76 times for the SMT-
device with a non-uniform field. 
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Conclusion
 The investigation carried out allows proposing the 
following major conclusions: 
 The magnetic dipole moment of magnetic kinetic 
structural element does not depend on the degree of non-
uniformity of magnetic fields weakly changing in space 
and with time, i. e. for magnetic dipole moments at 
atomic level (orbital precession diamagnetism), as well as 
for magnetic kinetic structural element on molecular and 
over molecular levels, it is valid the known principle of 
adiabatic invariability of the magnetic dipole moment in a 
non-uniform field; 
 The magnetic force action or the magnetic torque does 
not depend on the degree of non-uniformity of magnetic 
fields weakly changing in space and with time, i. e. for 
MKSE it is valid the principle of adiabatic invariability of 
the magnetic force action in a non-uniform field; 
 The non-uniformity of the magnetic field does not 
affect substantially the process of orientational magnetic 
polarization (or magnetization), i. e. the force action upon 
magnetic kinetic structural element remains unchanged – 
the higher effectiveness of the magnetization modifica-
tion technologies in non-uniform magnetic fields can be 
only explained with the increased maximal intensity of 
the magnetic field, and as a result – of the basic magnetic 
torque T0;
 However, the physical model proposed in such a 
way for the magnetic modification of materials cannot 
explain adequately the observed experimental strong 
impact of the speed of motion of the material treated on 
the modification result; 
 The impact of the speed of motion of the material 
treated on the result of the magnetic modification should 
be sought outside the magnetic force interaction; 
 The magnetization modification in uniform and non-
uniform magnetic fields has the character of an orienta-
tional polarization as the magnetic torque T0 depends on 
the square of the magnetic field intensity H.
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Electrolysis as Electromagnetic Phenomenon: 
Effect of Self-Magnetic Influence on Anodic Dissolution and 

Cathodic Corrosion of Aluminium in Solution of Sodium Chloride 

Peter Dineff 

Abstract: In a series of publications the electrolysis is 
considered an electromagnetic phenomenon, which 
requires studying the effect of the influence of its own 
magnetic field on such processes as the anodic 
dissolution, cathodic corrosion, cathodic mass 
deposition, and electrolytic mass transport phenomenon. 
 Two characteristic regions of influence are revealed 
experimentally – a region of weak influence, 
characterized by a strong Non-Faraday anodic 
dissolution of aluminium, and a region of strong 
influence expressed in a spatial magnetic pinch of the 
electric current and reduced effectiveness regarding the 
current. 

Keywords: anodic dissolution phenomena, collinear 
electric-magnetic field’s effect, electrical field geometric 
structure, magnetically assisted (aided, enhanced) 
electrolysis, magnetoelectrolysis or M-electrolysis. 

Introduction

For many years there has been an increased interest in 
a phenomenon called magnetoelectrolysis, magnetically 
enhanced electrolysis, or M-electrolysis (T. Fahidy and 
A. Olivier, 1973). In fact, this means an electrolysis 
which includes the effect of (externally) imposed 
magnetic fields on electrolytic mass transport phenomena 
[1, 2], anodic mass dissolution and cathodic mass 
deposition phenomena [3, 4]. 
 It is known an approach to studying the anodic mass 
dissolution of aluminium in aqueous electrolytes 
containing chloride ions, P. Dineff at al. (1994) that 
permits revealing the influence of the geometric structure 
(topology) of the electric field upon the aluminium 
anodic dissolution. Two characteristic quantities are 
introduced - degree of non-uniformity of electrical field 
and relative average length of J vector tube , through 
which it can be followed quantitatively the change in the 
geometric structure of the field of the electric current 
density J for different conditions of electrolysis [6]. 
 These tools have been used later by P. Dineff at al.
(2004) for proving the existence of a pinch-effect in the 
electrolysis in relatively weak proper magnetic fields – 
above about 9 µT (7 A/m), and its influence upon the 
anodic mass dissolution of aluminium in aqueous 
electrolytes [6]. 
 The results from studies on the cathodic corrosion of 
technical grade aluminium electrodes in solution of 
sodium chloride were reported in an earlier paper [6]. In 

these investigations it was experimentally established that 
the ratio between the amounts of aluminium received 
from the anode and cathode varied from 1.3:1 at low 
current densities up to 15:1 at high current densities [9]. 

The electrolysis, such as we know it, includes in itself 
two electromagnetic phenomena based on the applied 
force action of its own magnetic field of the electric 
current on the flow of positive and negative ions and on 
the modification of the  geometric structure (topology) of 
the electric field [7, 8, 9]:

the effect of magnetic pinch that can be also 
called “pinch-effect”, which is well for the electronic 
conductors; 

the effect of magnetic pressing as a result of 
modifying the geometry of the electric field, and 
particularly that of the cross-section along the path of the 
current, which acts analogously to the effect of DeWitt in 
electronic conductors, i. e. It acts with force on the ions 
and “presses” them to the surface of electrodes [5]. 

The electromagnetic action is explained on one hand 
with the effect of magnetic pinch, and on the other hand – 
with the effect of magnetic pressing of aluminium ions to 
the anode. At high currents this defines a relatively 
constant effectiveness regarding the current ( a = 1.25) 
and its corresponding effective degree of oxidation 
(Ne = 2.4). 
 For “weak” magnetic fields it is observed an 
underlined domination of the chemical processes of 
oxidation of aluminium ions of lower degree of oxidation 
(below three) that determines the high effectiveness 
regarding the current and the effective degree of 
oxidation between 1 and 2. 

 THE PURPOSE of the present paper is to submit 
more evidences in benefit of the effect of self-magnetic 
influence on the anodic dissolution and cathodic 
corrosion of aluminium in a solution of sodium chloride. 
 The electrolysis is considered an Electromagnetic 
Phenomenon and it is sought an explanation of a number 
of deviations from Faraday’s laws through the 
electromagnetic influence of its own magnetic field on 
the anodic and cathodic processes. 
 Aluminium has a specific electrochemical behavior 
that enables observing multiple deviations from 
Faraday’s law both in the anodic and cathodic regions. 
 The anodic dissolution and corrosion of aluminium in 
solutions of sodium chloride goes along with active 
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destruction and dissolution of formed passivating oxide 

films on the anode [6].
 EXPERIMENTAL DETAILS

 This investigation may be considered as a new look at 
the phenomenon of electrolysis from the position of the 
influence of the collinear electric-magnetic fields effect 
on anodic dissolution and cathodic corrosion of 
aluminium in 0.017 M solution of sodium chloride. 
 The experimental variants involve the following 
experiments carried out in an electrolysis cell of volume 
0.800 dm3, in which there are placed flat-parallelly at a 
distance up to 15 mm two identical plane electrodes of 
aluminium with dimensions 40 x 40 mm (1600 mm2), 
electrically insulated from the back and lateral sides [6]: 

- Experiment 1, or studying the influence of 
agitation on anodic and cathodic processes. The 
probability of meeting and interacting for metal Al1+, Al2+

ions with OH- cathions should be increased with the 
agitation of the electrolyte. 

- Experiment 2, or the influence of the type of 
electric current - direct (DC), one- (HPC) and two-
halfperiod (OPC) rectified current on anodic and cathodic 
processes. The experimental investigation is conducted 
for the same quantity of transferred electricity through the 
ectrolyte, which allows manifesting the electromagnetic 
nature of the electrolysis.

- Experiment 3, or the influence of an external 
magnetic field directed axially or transversally to the 
passing electric current (M-electrolysis) on anodic and 
cathodic processes. 

The experiment methodology itself is presented in [6]. 
The experimental investigation is carried out in a 
galvanostatic regime of electrolysis (I, J = const), for 
which the rate of cathodic corrosion (or anodic 
dissolution) V and the cathodic (or anodic) current 
efficiency  are connected to each other as follows: 

(1) V
JA
FZ :

St
MV
e

, g/(s.m2); 100
M
M

F
, %; 

where A is the atomic mass of aluminium, g/mol; F – 
Faraday’s number; Z – the normal oxidation level of 
aluminium; M – the cathodic corroded or the anodic 
dissolved mass of aluminium, g; MF – the anode 
dissolved mass of aluminium (in accordance with 
Faraday’s law), g; te = 900 s = const – the electrolysis 
time duration. 

The cathodic corrosion is examined by comparing the 
cathodic corroded mass Mc with the anodic dissolved 
mass of aluminium Ma. The total parameters of the 
electrolysis are determined from the whole mass corroded 
and dissolved from the anode and corroded from the 
cathode: 

(2) 100
M

MM

F

ac , %.  

 EXPERIMENTAL RESULTS AND DISCUSION

The gravimetrically determined anodic dissolved and 
cathodic corroded masses of aluminium Ma and Mc
permit determining the main parameters of the anodic and 
cathodic processes: the rate of anodic Va and cathodic 
corrosion Vc, taken per unit active area of the anode or 
cathode; the anodic a, cathodic c and total current 
efficiency  in accordance with Eqns. 1 and 2; and the 
specific consumption of energy w. Especially informative 
are the corresponding relative quantities Vc*, c*, and w*, 
determined with respect to the normal condition of 
electrolysis.

Experiment 1

In Fig. 1 it is presented the main characteristics of the 
anodic and cathodic processes in relative units with 
respect to the case of agitation of the electrolyte.  

The fact that is established immediately is the 
considerable influence of agitation on both the anodic 
dissolution of aluminium and the cathodic corrosion of 
metal.

In almost the whole region of “small” current 
densities or weak influence of the own magnetic field 
(absence of magnetic pinch), the agitation raises the rate 
of anodic dissolution at the expense of the increased 
probability of chemical oxidation of ions with low degree 
of oxidation - Al1+ and Al2+.

However, if tracing the relative rate of cathodic 
corrosion, this agitation turns out to be a factor that 
suppresses the process of aluminium corrosion. It is 
known that the cathodic corrosion of aluminium is caused 
first of all by the alkalization of the space around the 
electrode. The agitation opposes the increase of pH, 
which also explains the growing difference between 
corresponding rates of corrosion with increasing the 
current density. This tendency is preserved and ensures a 
considerably larger difference in the region of “large” 
densities of the current. 
In the region of “large” densities of the current the 
agitation affects weakly the anodic process as the 
electromagnetic action of the current has pinched the 
current lines and increased the probability of a contact 
between the ions and the electrode, or in the conditions of 
magnetic pinch the agitation contribution to the anodic 
dissolution becomes small. Total current efficiency is 
established at about 6 %, irrespective of the increase of 
current density, the specific consumption of electrical 
energy in agitation remaining higher. 
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a)    b)

c)          d)

Fig. 1. Electrolysis at two-halfperiod rectified current with agitation (A-C:Ag) and without agitation (A-C:AgL): a, b – relative rates 
of dissolution and corrosion; c - relative total current efficiency of electrolysis; d – relative specific consumption of electrical energy 

(per unit weight). 
The hatched field shows the region of “large” currents, or the region characterized by the presence of a magnetic Z-pinch, or a  

pinch of the current lines by the own magnetic field. The change in current density J does not exert substantial influence upon the 
change in the total current efficiency and specific consumption of electrical energy. 

a) b)

Fig. 2. Electrolysis at a different type of current – direct current (A-C:DC), two-halfperiod rectified current (A-C:OPC) and one-
halfperiod rectified current (A-C:HPC): a - relative total current efficiency; b- relative specific consumption of electrical energy (per 

unit weight). 
The hatched field shows the region of “large” currents, or the region of strong electromagnetic influence with manifestation of a 

magnetic Z-pinch.
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a)   b)

c) d)
Fig. 3. Electrolysis at direct current (DC:A-C), one-halfperiod rectified current (HPC:A-C) and two-halfperiod rectified current 

(OPC:A-C). M-electrolysis with longitudinal application of the external magnetic field with polarity (NA-CS): a, b – relative rates of 
dissolution and corrosion; c - relative total current efficiency of electrolysis; d – relative specific consumption of electrical energy 

(per unit weight). 
The hatched field shows the region of “large” currents – the region characterized by the presence of a magnetic Z-pinch, or a pinch 

of the current lines by the own magnetic field. 

Experiment 2

 The experimental investigation relates to three cases 
of electrolysis, in which three different types of direct and 
rectified electric current are used. It is the same quantity 
of electricity that is conducted through the electrolyte, to 
which, according to Faraday’s laws, it corresponds to the 
same quantity of anodically solved aluminium, Fig. 2. 
 However, the electromagnetic forced action of the 
own magnetic field is different as the maximal value of 
the current is different, in spite of the identical average 
value satisfying the laws of electrolysis. The 
electromagnetic nature of the electrolysis is manifested 
most strongly at one-halfperiod rectified current: the total 
current effectiveness that takes into account the anodic  

dissolution and cathodic corrosion is the highest, the 
specific consumption of electrical energy – the lowest. 
The great electromagnetic forces are combined with a 
continuous pause that permits free Non-Faraday 
interaction of aluminium ions with a low degree of 
oxidation. 
 The DeWitt’s pressing of ions to the cathode is 
maximally strong, although for a short time, which 
determines the higher degree of corrosion of the 
aluminium cathode. 
 Irrespective of the type of the current, it can clearly 
distinguish the two intervals with different influence on 
the electrolysis characteristics – the region of „weak” 
influence of the own magnetic field and the region of 
“strong” influence of the magnetic pinch, Fig. 2. 
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a) b)

c)   
Fig. 4. Electrolysis at direct current (DC:A-C) and two-halfperiod rectified current (OPC:A-C). M-electrolysis with transversal 
application of the external magnetic field with polarity (NS), maximal value of the magnetic flux density 15 and 25 mT: a, b –

relative rates of dissolution and corrosion; c - relative total current efficiency of electrolysis; d – relative specific consumption of 
electrical energy (per unit weight).

The hatched field shows the region of “large” currents – the region characterized by the presence of a magnetic Z-pinch, or the 
pinch of the current lines by the own magnetic field. 

Experiment 3

 The experimental investigation is accomplished for 
different direction of the applied permanent external 
magnetic field: M-electrolysis at collinear electric and 
magnetic fields (CMF), Fig. 3, and M-electrolysis at 
transversal electric and magnetic fields (TMF), Fig. 3. 
 Irrespective of the way of applying and the intensity 
of the  external magnetic field, again it can be observed 
the two characteristic regions of the electromagnetic 
manifestation of the electrolysis – the region of weak 
electromagnetic influence up to about 100 A/m2, and the 
region of manifestation of the magnetic pinch above 
100 A/m2, Figs. 1 and 2. 
 The external magnetic field influences strongly the 
anodic dissolution of aluminium in the region of small 
values of the current density. Above 100 A/m2 the 
Faraday’s behavior of the anode dominates. At high 

current densities - 400, 500 A/m2 – it is solely the one-
halfperiod rectified current that insures growing of the 
yield with about 5 % for CMF, Fig. 3a. 
 The cathodic corrosion of aluminium is stimulated to 
a greater extent by CMF in electrolysis with one-
halfperiod rectified current and high current densities, 
Figs. 3b and 4b. In that case the external magnetic field 
helps pinching the current lines and keeping the ions in 
the space around the electrode. 
 The total current effectiveness in using the two types 
of rectified electric current, which is simultaneously due 
to the anodic and cathodic processes, is increased from 5 
to 25 %, Fig. 3c. Depending on the type of current OPC 
or HPC and the magnitude of current density J, the 
influence of the external magnetic field has a different 
direction – it increases or decreases the total current 
effectiveness, Figs. 3c and 4c. 
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 The specific consumption electrical energy diminishes 
to a considerable extent for electrolysis with one-
halfperiod electric current and applied external magnetic 
field CMF – from 10 to 25 %. 
 The transversal magnetic field TMF exerts a positive 
influence in the region of small current densities, Figs. 4c 
and 4d. In the region of high currents and action of the 
magnetic pinch, the external magnetic field TMF exerts a 
negative influence on the electrolysis with two-halfperiod 
rectified current with respect to both the yield of solved 
aluminium and the consumption of electrical energy. 

Conclusion
 The experimental investigations carried out 
demonstrate the broader importance of the phenomenon 
studied. 
 The electromagnetic nature of electrolysis as a 
phenomenon remains hidden as its application to the 
practice is based on Faraday’s laws reflecting its 
electrochemical nature. The influence of its own 
magnetic field through the manifestation of a magnetic 
pinch at high current densities is recorded with the help 
of deviations from the generalized Faraday’s law. 
 The experimental investigations performed in a 
practically uniform electric field (  = 1,  1) on various 
realizations of electrolysis with aluminium electrodes in 
solutions (0.017 M) of sodium chloride demonstrate the 
general validity of the conclusions made in [7, 8, and 9]. 
 The facts observed can be explained by starting from: 

- the difference effect and the behavior of 
aluminium in electrolysis in solutions of sodium chloride; 

- the model of gradual oxidation of aluminium in 
anodic dissolution; 

- the cathodic corrosion of aluminium in electrolysis 
that is caused by alkalization of the region around the 
electrode. 
 The electromagnetic character of electrolysis 
manifests itself in the change in the geometry (topology) 
of the electric field under the action of the own (pinch 
effect) or the own and external magnetic field (magneto-
electrolysis).
 “Pinching” the bundle of current lines increases the 
probability of contact between ions and anode and 
determines a more Faraday-type anodic behavior of 
aluminium. 
 The large Dewitt’s forces (at higher values of current 
density) determine the holding of ions in the region of 
cathode and its alkalization, which defines the intensity of 
cathodic corrosion. 
 In these conditions the experimental results observed 
permit making the following conclusions: 

1.  The agitation of the electrolyte during electrolysis 
influences substantially the anodic dissolution and 
cathodic corrosion; 

2.  The electrolysis carried out for a different law of 
current variation creates different conditions for 
manifesting electromagnetic nature recorded through the 
deviation from Faraday’s laws; 

3. The results obtained are stimulating as regards the 
search for more effective electrolysis processes through 
influencing its electromagnetic nature. 
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Influence of High Frequency Welding Machines on Voltage Quality 

Vasil Gospodinov, Borislav Bojchev and Magdalina Kushleva 

Abstract: The development of the welding machines 
through the time and the most up-to-date high frequency 
constructions are surveyed. The results from the research 
of the voltage quality - asymmetry and nonsinusoidality 
caused by alternative current with normal frequency of 
the supplying voltage set, direct current sets and high 
frequency sets are shown. The advantages and 
disadvantages of the machines are compared according 
to the accepted requirements.

Keywords: welding set,nonsinusoidality, voltage quality 

Introduction
 The sources of welding current are designed to 

transform the supplying network voltage to the needed 
safe low voltage, thus specific characteristics, required 
for the welding process, are provided. 

Fig.1

The technological process is the basic one, but it 
influences the quality indices of the electronic power and 
above all the quality indices of voltage – deviation, 
fluctuation and THD of voltage. Different sources of 
welding current electric sets, shown on fig. 1 are applied 
in order to provide better technological technoeconomic 
indices for the welding processes.  

With the improvement of the electric welding sets and 
technologies their weight is sharply reduced and they 
become easily portable and suitable for low power 
electric networks. Thus a corresponding influence on the 
voltage quality indices are expected, which must be taken 
into consideration in selecting of welding set. The 
purposes of the present paper are: 

1. To investigate experimentally welding sets for: 
alternative current with normal frequency of the 
supplying voltage set; direct current set and high 
frequency set. 

2. To evaluate the structure and the level of generated 
high harmonics in the curves of the current and voltage 
formed by the welding sets. For the investigations 
QualiStart C.A.8334 three phase power quality analyzer 
is used. 

A single phase welding transformer KRAKRA E01 ,
three phase direct current set KRAKRA E500 and 
inverter welding set KEMPOMIG G400 are investigated. 

The experimental data for the currents, voltages and 
power (active, reactive and apparent) during the welding 
process are changed insignificantly, on the grounds of 
which it is considered that the process is stationary and 
the obtained integral evaluations of the current and 
voltage harmonics are reliable information of their 
structure and level. 

The results for the harmonics of current and voltage, 
obtained by examining KRAKRA E 01  are shown in 
tabl. 1. The current harmonics over twelfth are not 
shown. The are of insignificant magnitude (< 0,2 % of the 
first harmonic). 
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 Tabl.1 
Single phase welding transformer KRAKRA E01

Relative value, % Technical
data of the 
supplying 
current
sources

Number 
of the 

harmonic, U  I

0 0,1 3,68 
1 100 100 
2 0,05 7,46 

3 0,82 14 
4 0 3,28 
5 1,22 3,46 
6 0 2,13 
7 0,68 1,51 
8 0 0,93 
9 0,2 1,20 

10 0 0,48 
11 0,23 0,4 
12 0 0,2 
13 0 0,13 
14 0 0,11 

R R
01

220 V 50 Hz 
I =125
(46-160 )
U20 = 56V 

15 0 0,05 

THD: 1.63 17.35 

The harmonics generated by the welding set 
KRAKRA 01  have quite high values in the range of 
the working frequency (low frequency) to 150 Hz and 
after that the values are significantly reduced to drop 
under 1%. (Over 500 Hz)  

The harmonics of the voltage curve define allowed 
THD = 1,63% and the most salient harmonic is fifth with 
magnitude of 1,22% which is defined by the volt-ampere  
characteristic of the alternate current arc.  

The three phase direct current set KRAKRA E500 
generates higher harmonics in the wide frequency range 
with relatively low values. (tabl.2). Characteristic current 
harmonics are the following: even number – second, 
fourth, eight and number third, fifth (with the highest 
values), seventh and eleventh. The highest values of the 
voltage harmonics are that of the fifth one (for all the 
three phases) while the other harmonics have low values. 
The coefficient of THD of the voltage doesn’t rise above 
1,53%. 

Talbl.2
Tthree phase direct current set KRAKRA E500 

Relative value, % 
U  I

Technical data 
of the 

supplying 
current sources

N
um

be
r o

f t
he

 
ha

rm
on

ic
, 

Phase 
1

Phase 
2

Phase 
3

Phase 
1

Phase 
2

Phase 
3

0 - - - 0.53 2,64 0.82
1 100 100 100 100 100 100
2 0,28 0,27 0,3 30,23 28,9 28,62
3 0,53 0,59 0,19 1,78 2,64 1,6 
4 - - - 4,74 5,5 5,5 
5 1,26 1,36 1,28 7,46 6,1 6,03
6 - - - 0,8 0,8 0,24
7 0,49 0,41 0,61 2,71 3,21 2,61
8 - - - 2,47 1,88 2,1 
9 - - - 0,31 0,37 0,1 

10 - - - 0,71 1,15 0,92
11 0,22 0,34 0,27 1,54 1,15 1,28
12 - - - 0,31 0,29 0,11
13 0,06 0,11 0,1 0,35 0,64 0,5 
14 - - - 0,71 0,59 0,62
15 - - - 0,14 0,17 0,04
16 - - - 0,06 0,23 0,2 
17 - - - 0,4 0,23 0,25
18 - - - 0,04 0,05 0,02

R R
5001 

380 V 50 Hz 
I =500

(500-560 )
U20 = 56V 

19 - - - 0,06 0,14 0,18
THD: 1,48 1,52 1,53 38,9 30,5 30,1

The inverter welding set KEMPOMIG 4000 (a high 
frequency welding set) generates high harmonics of 
voltage of insignificant values (tabl.3). The prevailing 
fifth harmonic is up to 1,38% of the first harmonic.  

The other harmonics (odd) to twenty fifth have low 
values (0,07-0,33). The (THD) of voltage is in the range 
of 1,51 to 1,67%. In the current curve there is a wide 
range of high harmonics. The odd harmonics have high 
values – The fifth harmonic rises up to 60 % of the first, 
seventh – 49 %, eleventh – 26%, thirteen – 20%. The 
values of the next odd voltage harmonics decrease with 
the increase of their number till they reach less than 1% 
for the forty ninth. 

The even number harmonics take part in the current 
curve with the insignificant values. The value of the 
second harmonic is the highest and reaches 1,1% (phase 
1). Similar values are obtained for the twelfth harmonic, 
after which the values are between 0,2 to 0,3%. At the 
end of investigated frequencies (after 44 harmonic) they 
increase up to 1%. 
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Tabl.3
High frequency welding set KEMPOMIG 4000 

Relative value, % 
U  I

Technical
data of the 
supplying 
current
sources

N
um

be
r o

f t
he

 
ha

rm
on

ic
, 

Pha
se 1 

Pha
se 2 

Pha
se 3 

Phase 
1

Phase 
2

Phase 
3

0 - - - 4,4 6,1 1,5 
1 100 100 100 100,0 100,0 100,0 
2 - - - 1,1 0,7 0,7 
3 0,52 0,56 0,19 1,6 3,3 3,0 
4 - - - 0,7 0,5 0,5 
5 1,38 0,48 1,35 58,2 59,9 56,9 
6 - - - 0,8 0,6 0,6 
7 0,23 0,31 0,43 39,9 38,4 39,0 
8 - - - 0,8 0,7 0,8 
9 0,07 0 0 3,0 0,7 2,4 

10 - - - 0,9 0,8 0,8 
11 0,33 0,43 0,35 23,9 26,1 25,4 
12 - - - 1,0 0,9 0,9 
13 0,30 0,31 0,36 20,1 17,0 17,9 
14 - - - 1,0 0,9 0,9 
15 - - - 1,9 1,2 1,9 
16 - - - 0,8 0,6 0,7 
17 - - - 3,6 2,4 3,2 
18 - - - 0,7 0,6 0,6 
19 - - - 3,8 2,2 4,4 
20 - - - 0,6 0,5 0,5 
21 - - - 1,1 2,0 1,2 
22 - - - 0,4 0,4 0,4 
23 0,11 0,15 0,09 6,6 7,9 0,4 
24 - - - 0,3 0,2 0,3 

R R
5001 

380 V  
50 Hz 
I =500 
(500- 
560 )
U20 = 56V 

25 0,15 0,13 0,17 6,6 4,6 5,8 
THD: 1,51 1,67 1,64 83,35 82,34 82,00 

Conclusion:
The results of the study of the disturbances, which the 

welding current sources produce, are presented in the 
paper. One- phase transformer type KRAKRA E O1Y, 
three phase direct current set KRAKRA E500 and three-
phase inverter set KEMPOMIG 4000. 

The current and voltage curves of the supplying 
network of the welding current sources are studied in 
order to evaluate its harmonic content (composition). 

The results show the ranges of high relative values of 
the current and voltage harmonics, which depend on the 
type of the supplying source. 

With all the studied welding sets the fifth voltage 
harmonic has the highest values. 
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Variable Speed Induction Generators Connected to the Grid
or in Island Mode Operation

Sorin Deaconu, Gabriel Nicolae Popa, Iosif Popa 

Abstract: This paper concludes a study on variable speed 
induction generators operating connected to the grid or 
in island mode, with constant output voltage and 
frequency, regardless of load and speed values.

Keywords: Induction generator, variable speed, 
frequency converter, national grid, island mode 

Introduction
Hydro turbines built for low head are generally 

provided with stator control drive and adjustable rotor 
blades in order to achieve constant generator speed over 
wide flow variations [4]. 

Turbine mechanical control system is complicated 
and implies high costs and a long investment pay off 
period. 

Wind turbines which must continuously adjust their 
vanes orientation, depending on winds direction and 
speed are facing the same situation [9]. 

When operating a generator with variable drive 
frequency under voltage and frequency restrains imposed 
by the national grid, the turbines are simpler and the costs 
lower.  

Proposed method basics
In our study we assumed an induction generator with 

rings, driven by a hydro turbine or wind turbine with 
variable angular speed  [6]. 

The slip formula is: 

(1)   
1

1s ,

where 1 is the stator rotating magnetic field angular 
speed. 
 The relation between the frequency of the stator 
induced voltage f1 and the frequency of rotor induced 
voltage f2 is: 

(2)   ,21 fsf     

 In formula (2) above, signs “+” or “-“ stand for 
different successions of rotor supply voltage. 
 The generator is an electric machine with double 
supply. Based on relations (1) and (2), the formula below 
can be deducted: 

(3)   ,
1

1
21 ff    

To keep a constant output voltage frequency f1 during 
angular speed  variations, modifying the rotor supply 
voltage frequency f2 is required. 

Relation (3) can be expressed as follows: 

(4)   ,
221
pff    

where p is the number of generator pole pairs. The latter 
relation (4) leads us to an automation concept for this 
system operation. 

Automation concept 
Figure 1 shows the concept configuration of the 

induction generator operation, with the supply voltage 
connected to the rotor windings and driven with variable 
speed [5]. 

Fig.1. Automation concept
Abbreviations: 
GA - induction generator 
CSF - static frequency converter 
BMP - measurement & protection unit (voltage, 

current, active power and frequency measurements and 
protection functions at grid interface) 

K - grid circuit breaker 
AS - generator voltage and frequency measurements 

signal transmitter 
Ref - CSF set point 

 - generator driven speed 
The turbine is driving the generator with angular speed 

. The induced voltage frequency depends on  value. To 
achieve a frequency f1 value that would match the grid 
frequency value, according with relation (4), the rotor 
winding is supplied via CSF with voltage frequency f2.

The measurement & protection unit BMP provides the 
voltage, current, active power and frequency 
measurements. When the synchronizing conditions are 
fulfilled (phase succession, matching voltage and f1
frequency values) the grid circuit breaker is closed. 
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The signal transmitter AS generates the set point Ref 
for the frequency converter CSF, based on the frequency 
f1 measured value. 

BMP also provides generator protection function. 

Experimental results 
For laboratory experiments we have used an induction 

generator with rings, with the technical data below: 
PN =  3 kW 
UN =  380/220 V 
IN =  12.3/7 A 
nN =  925 rot/min 
cos N = 0.755 
I2N =  26 A 
U2N = 81 V 
The d.c. driving motor has the technical data specified 

below: 
PN =  4 kW 
UN =  220 V 
IN = 18 A 
nN = 1250 rot/min  
The frequency converter CSF is ALTIVAR type, 

ATV-18U41M2, single-three phase [1,2,3]. 
The generator was tested both in idle mode and 

loaded mode, connected to laboratory electrical network 
and to normal grid (380 V, 50 Hz), for variable angular 
speed values within 0.5 1 … 1.2 1 range. 

For the test with generator connected to the laboratory 
experimental  network  we  applied  a  condenser  battery, 
C = 10 F for 400 V.  

The measurements results are listed in the table 
below. 

Table 1 

n
[rot/min] [rad/s] 

f2
[Hz] 

U1
[V] 

f1
[Hz] Connected to:

400 50 grid 500 48.4 26.8 382.5 49.9 lab network 
400 50 grid 600 62.8 20 383.7 50 lab network 
400 50 grid 700 73.26 15 384.4 49.99 lab network 
400 50 grid 800 83.73 10 385.1 49.99 lab network 
400 50 grid 900 94.2 5 385.8 50 lab network 
400 50 grid 1000 104.66 0.01 387.2 50 lab network 
400 50 grid 1100 115.13 - 5 383.3 50 lab network 
400 50 grid 1200 125.6 - 10 389.6 50 lab network 

Negative f2 frequency values within the above table 1 
signify the alteration of supply voltage phase’s 
succession. 

Conclusions 
With propose method and automation diagram was 

experimentally determine a r.m.s. voltage by 400V with 
frequency by 50Hz when the turbine speed has wide 
variation [7]. 

This application may be use to microhydroelectric 
power station, where the water flow has wide variation 
into a year [8]. To keep constantly the water leavel in the 
lake or in the catch may be made through the turbine 
speed. Thus, the quantity of delivered electric energy 
rising. 
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The Situation of Electricity Generation in Corsica 
Towards 40% Renewable Energy Sources Supply 

Gilles Notton, Philippe Poggi and Christian Cristofari 

Abstract: Corsica, a Mediterranean island, is not 
connected to the French mainland electrical grid. The 
French utility EDF has commitments as a public utility 
for the electricity supply but also for the price of the 
kilowatt-hour sold.. The various energy actors emphasize 
the reduction of electricity consumption and the 
development of alternative electricity sources such as 
hydraulic or wind energy. The Corsican Territorial 
Community wishes to reach 40% of the total electric 
production in 2010 provided by renewable energies. 

Keywords: Electricity supply; Renewable energy; Islands

Introduction
Chapter 17 of Agenda 21 [1] points out that islands 

are a special case both for the environment and 
development, and that they have very specific problems 
in planning sustainable development, as they are 
extremely fragile and vulnerable. In the context of 
sustainable development, energy is the cornerstone of 
their planning strategies. 

Marin [2] said about islands that “The traditional 
limitations in the energy field like distance from the 
major grids, small scale, distribution difficulties and the 
lack of large conventional markets, are more than off-set 
by the extreme abundance of renewable energy sources, 
and the incredible adaptability and capacity of integration 
of renewable energy technologies; factors that are in 
sharp contrast with the progressive inefficiency and high 
cost of conventional energy systems in island regions. In 
fact, we would go as far as to say that islands have 
become genuine laboratories of the future of energy 
sustainability”.  

Corsica is concerned by these problems. The 
particular 1982 statute – reinforced in 1991 and recently – 
gives the Territorial Assembly wide responsibilities in the 
energy and development fields. The  guarantee of a 
permanent and quality energy supply needs a specific 
reply in islands. Moreover, the setting-up of equipments 
and the use of local resources must take into account the 
fact that the ecosystem is reduced and vulnerable.  

Presentation of the island of Corsica 
With its 8680 km² and an average altitude of 568 

meters, Corsica is the smallest, but the most mountainous 
of the three big occidental Mediterranean islands. The 
island is 183 km long from 41°19’ to 43° North, and 83.5 
km large from 6°31’ to 7°13 East.  

Mediterranean by its situation, Corsica is alpine by its 
structure. The central fold, of North-Northeast direction, 
South-Southeast direction which splits Corsica into 2 

parts, forms an important barrier which can be crossed 
over by passes often situated at a height of more than 
1,000 m and, with snow in winter. As 10 mountains 
exceed 2,000 m, the most important is Monte Cinto with 
2,710 m. Moreover, Corsica is remarkable for the 
diversity and the complexity of its geological nature 
(Fig.1). Corsica has more than 1,000 km of coastal area 
(14% of the total French coasts). 
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Fig. 1. Corsica map with energy facilities. 

With about 260,000 inhabitants in 1999, up by some 
10,000 in 40 years, the island of Corsica has an average 
population density equal to 30.1 inhabitants/km², the 
lowest of France (compared with 107 inhab/km² in 
France). But in rural areas, this density falls down to 7-10 
inhabitants/km². 44% of the population live in district of 
less than 100 inhab/km². The island is three times less 
populated than Balearics, six time less than Sardinia and 
twenty times less than Sicily. The increase of the 
population is moderated (+4% between 1990 and 1999) 
and mainly due to migrations. Two-thirds of the 
population live in coastal areas as and this is expected to 
rise up three-quarters by 2030. 

During the summer, the island has more than 1 
million inhabitants (60% of the tourism is in July-
August), there are about 2 million tourists per year for 24 
million occupied beds. 
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The electrical energy situation  
Electricity production is the result of thermal and 

hydraulic installations located on the island, of an electric 
contribution limited in power from the Italian mainland 
(DC cable between Italia to Sardinia) and of some wind 
turbines. More than the half of the 524 MW working 
installed capacity (Table 1 and Fig. 2.) and production 
(Fig. 3.) is handled by diesel thermal installations [3]. 
The hydraulic and wind power plants make up 33% of the 
total capacity of electric production in Corsica (in power). 
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Fig. 2. Repartition of the installed power. 

One of the characteristics of the energy production 
(Fig. 3.) is a first peak in the winter and a second one 
during the summer (June, July, August and September) 
due to an important tourist flow during this period 
(1,770,000 tourists in 1997 for a local population of 
258,000 inhabitants). Concerning the electric energy 
production, the beginning of the wind turbine production 
appears in September 2000. 

able 1 
Installed power in Corsica in 2004

Type  Power (MW)
Thermal 3 301
Vazzio  Fuel 8 x 20 
Lucciana  Fuel 6 x 11 
Lucciana  TAC 3x25 
Hydraulic 3Dam + 7 PP 134
Prunelli (67,400 m3) 1Dam +3 PP 20+15+5 
Golo (79,500 m3) 1Dam + 3 PP 13+28+14 
Fium’orbo (45,000 m3) 1Dam + 1 PP 39
Micro-Hydraulic 13 20.7
SACOI Cable 50
Wind farms 3 18
Ersa (11/2000) 13x 0.6 
Rogliano (09/2000) 7 x 0.6 
Calenzana (12/2003) 10 x 0.6 
Total guarantee power 485
Total installed Power 523.7

Moreover, according to the month, the contribution of 
thermal or hydraulic generation is not the same: during 
the summer, the hydraulic part is very poor and almost 
the total electricity production is provided by thermal 
plants as seen in Table 2. Each type of source has specific 

constraints (function of the seasons and electricity 
request). 
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The consumption in Corsica is the least important of 
all the departments of the metropolitan France. The 
domestic use is the most important part of the utilization 
of the electricity in 2003 [4], this being the characteristic 
of a region without a large industrialisation. In the tertiary 
sector, a large part of the consumption comes from the 
tourist activities which is marked by a strong seasonality. 
In the winter, the half of the electrical power is used for 
the heating and in the summer, this power depends on the 
tourist crowds. 

Table 2 
Part of  production (on the period 1998-2003). 

On the year (from June to September)
Thermal 55.25% 69.31% 
Hydraulic 23.46% 8.78% 
SACOI 20.44% 21.47% 
Wind 0.86% 0.44% 

Hydroelectric installations  
There are two types of hydroelectric installations: 

EDF power stations with a high nominal power (from 5 
to 40 MW) and a dam, and private micro-hydroelectric 
power stations. The production of these installations 
depends on the water resource and thus on hydraulic 
variations. This production can therefore vary very 
strongly (Fig. 4.). The part of the hydraulic production in 
the total electricity production reached 61% in 1980 then 
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decreased in percentage because the total production 
increased without an increase of the hydraulic facilities. If 
hydroelectricity represents 285 GWh (27%) in 1995, it 
reaches 576 GWh (50%) in 1996. 
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Fig. 4. Hydraulic and thermal production. 
These installations thus provide a partially guaranteed 

energy, insofar as energy is not always available when 
that is necessary. The part of the renewable energy 
(hydraulic) in electric production varies greatly from a 
month to another, the maximum was reached in May 
1999 with a renewable energies contribution of more than 
77%. The production cost of EDF installations thus varies 
in the same way, but it is also related to the ratio of initial 
investment if we compare it to the expected production: 
between 0.030 and 0.061 €/kWh for the Prunelli 
installations, between 0.055 and 0.11 €/kWh for the Golo 
and Fiumorbu installations [5]. 

Italy-Corsican-Sardinia electric connection 
An electric cable SACOI (SArdinia-Corsica-Italy) 

made by the Italian government connects Tuscany, Elba 
island and Sardinia via Corsica. In return of the passage 
of this cable in Corsica, EDF signed a convention with 
ENEL authorizing EDF to have 20 MW guaranteed and 
50 MW not guaranteed (but always available according to 
a low enquiry from Sardinia).  

The SACOI HVDC link consists in a mono-polar link 
with sea return, with a rated voltage of 200 kV, a rated 
current of 1500 A and a rated power of 300 MW, which 
can flow both from Suvereto (Italy) to Condrogainus 
(Sardinia) and vice-versa. This HVDC link is based on a 
conventional grid commuted twelve pulse thyristor bridge 
and has a third terminal tap station (50 MW) in Lucciana 
(Corsica) (the station began to work in 1987) [6]. The 
Lucciana conversion station thus allows to get guaranteed 
energy, and this at a weak cost (0.029 €/kWh).  

Thermal installations [7] 
The production cost of electricity from the thermal 

equipment depends indirectly on hydraulic electricity. 
Indeed, the production of hydraulic electricity varying 
according to the years, the thermal installations mitigate 
these variations in comparison with the request.  

In addition to the cost of fuel used, the production 
cost also includes maintenance, staff expense and 
equipment replacement, all this being independent from 

consumption. In this context, diesel power stations 
provide a production cost varying from 0.091 to 0.14 
€/kWh and constitute the principal revolving electricity 
reserve and are used under basic operation.  

From the beginning of 2001, EDF use a heavy fuel 
with very low sulfur content. The over-cost induced by 
the utilization of the new fuel has been estimated at 3,776 
k€ per year. A new "environmental” fuel (Straight Run) 
has been used at the Vazzio plant since December 2003 
with an over-cost estimated at 3,000 k€ per year. A new 
fuel has also been tested since May 2004 in Lucciana and 
allows to respect environmental regulations with an over-
cost estimated at 100 k€ per year.  

Since August 2002, a denitrification experiment based 
on the HAM (Humid Air Motor) process has been in 
progress on a diesel engine (investment 6.3 M€) at the 
Lucciana plant. It consists in injecting water in the 
combustion chamber in view to decrease the temperature 
and the production of NOx. At the Vazzio plant, a process 
called SCR (Selective Catalytic Reduction), which 
involves processing exhaust fumes in order to 
substantially reduce their nitrogen oxide content, in 
process since  May 30th

,2004,. The investment concerning 
four SCRs is about 5.5 M€ and the operation cost is about 
550 k€ per engine only for the reagent (liquid urea). 

On the other hand, the gas turbines located at 
Lucciana have a very high cost of operation (1.03 to 2.40 
€/kWh), due to the use of an expensive combustible 
(domestic oil) and reduced operation (high investment 
and operation costs for a small production of energy). 
These two turbines are only used in case of high 
electricity demand. 

Wind turbines [8] 
The technical potential of wind energy in Corsica has 

been identified at 433 MW for an annual average wind 
speed higher than 7m/s. On this basis, the economic 
potential is estimated at a level of 100 MW. In the frame 
of the Eole 2005 programme, 11 projects have been 
approved (52 MW): 3 projects in the Corsican Cape 
(extreme North of the island) for 14.4 MW, 2 projects in 
Balagne (Region of Ile Rousse) for 6 MW and 6 projects 
in the extreme South of Corsica for 32 MW. Between all 
these projects, only two are in operation : 
- since September 2000, a wind farm at Ersa-Rogliano 
with 20 Wind Turbines (WT) of 600 kW (12 MW) which 
should produce 30 GWh per year; in fact, its yearly 
production varied between 22.6 and 26.8 GWh between 
2001 and 2003. 
- since December 2003, a wind farm at Calenzana with 10 
WT of 600 kW (6 MW) which should produce 15 GWh 
per year; it produced 12.9 GWh in 2004. 

To help the development of wind energy in France, 
new conditions of purchase of the wind kWh were 
announced by the French government in December 2000: 
0.084 €/kWh during the first five years and between 0.03 
and 0.084 €/kWh during the following 10 years according 
the quality of the production [9]. Favourable conditions 
are present to develop the wind energy in Corsica. 
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Energy management 
The part of the electrical energy used for a thermal 

utilization is important (moreover 53% of the electricity 
is used for a domestic utilization), thus the replacement of 
electrical heating by other means may contribute greatly 
to the energy management. Moreover, an environmental 
advantage appears: an electrical kWh for heating 
produces 894 g CO2 against only 200 g for a gas heating. 
Various actions have been developed for the substitution 
of the electricity in the frame of a partnership between 
ADEME and the Corsican Territorial Community. 1900 
solar systems are used in Corsica today : 1300 solar home 
systems, 450 collective solar installations for water 
heating, 60 combined solar systems (home heating) and 
50 solar air collectors. With 48 m² of solar collectors for 
1000 inhabitants, Corsica has a good place in Europe (36 
m² in Europe and 11 m² in France) and this market is 
growing. 

The utilization of the biomass, after some problems, 
seems today to be able to contribute to reduce the 
electricity demand. 8 installations have been made for a 
heating power equal to 12 MW and a wood consumption 
of 10000 tons.  

Several studies and diagnoses have been launched so 
as to manage the energy demand and several actions are 
in progress to replace electrical heating by gas heating. 

Problems occurring in the electrical 
production [3] 

The size of the electrical network implies some 
difficulties to keep control of voltage and frequency. In 
such an isolated system, we noted numerous network 
failures : more than 200 failures per year on the 
transmission network with voltage dips; Several 
generation failures each year with less than 46 Hz. The 
quality of the electricity provided to the consumers is 
very bad. A way to ensure the inertia of the Corsican 
system consists in the interconnection with more 
powerful systems, as the Sardinian system which is eight 
times more important than the Corsican one.  

According to EDF, constraints due to the small size of 
the electrical grid require to limit the unit power of each 
production system at 25% of the average power on the 
grid because the total electric system must not be 
weakened if a unit is down. The same constraint also lead 
to limit at each moment the wind turbine power on the 
grid at 30% of the total power produced. The connection 
of wind turbines in such a grid must take into account : 
- a simultaneous decrease of wind speed over the island 
can rapidly decrease the wind turbines production.  
- synchronic machines are very sensitive to voltage dips 
due to a problem on a production plant for example 
- the wind turbines don’t participate to the voltage 
regulation which must be continuously supervised. 

For these three reasons, the production system must 
have an available power margin rapidly usable and the 
other production means must be sufficient. 

In no-interconnected areas [10], the production over-
costs are explained by physical and technical specific 
configurations. The energy sources for electricity 
production are reduced to renewable energies, coal 
(sometimes bagasse) and principally fuel. It is the small 
size of the plants in non-interconnected areas which 
explains a production cost of about 100 € per MWh i.e. 
about two times higher than on the mainland and largely 
superior to the kWh price for the user [11]. Thus, the 
deficit in Corsica has reached 70 M€ in 1999 (for a 
turnover of 105 M€) i.e. a same losses per kWh than in 
the French overseas departments. 

These production units have a much smaller size than 
in the French mainland (about 20 MW en average, i.e. 70 
times smaller than nuclear units) and they use fossil 
energies. In the French overseas departments, 75 % of the 
electricity comes from fuel and in mainland France, more 
than 75% is provided by nuclear energy. Other technical 
factors contribute to increasing the production cost: 
corrosion of the material, more modulated production 
peak, a more expensive maintenance, this being due to 
the problem of distance. Another specificity of non 
interconnected areas is the unusually high gap between 
the produced energy and the sold one (technical and non-
technical losses). These gaps between interconnected and 
non-connected areas were in 2003, 7% in France, 10% in 
Guadeloupe, Martinique and Reunion, 12% in Guyana 
and remains close to 15% in Corsica [10-11]. 

In 2004, the distribution of electricity has been 
perturbed : some problems occurred with a fuel engine 
and the power required by the electric grid being not 
satisfied, the voltage fell below 198 V [12]. Thus the 
current system does not lay out an important power 
margin. In February 2005, the worst happened : the 
ambient temperature fells down under zero and the 
electrical consumption raised. EDF preferred to use its 
water resources rather than using the combustion turbines 
(for cost reasons). The cold went on and the dams were 
empties moreover the temperature did not allow to 
transform the snow into water. The island stayed far two 
weeks with numerous power cuts (30 minutes every three 
hours). Some engine generators were brought by plane 
from continental France, Canada and Ireland and a 20 
MW TAC was brought from Athens.  

Current electricity needs and evolution. 
In 2003, the maximum power required in Corsica was 

390 MW for a guaranteed power available of 485 MW 
(thermal + SACOI + hydraulic with dam) as seen in 
Fig.4. 

The load curve is characterized by [3]: in winter, from 
200 up to 350 MW; in autumn and spring, from 80 up to 
150 MW; in summer, from 120 up to 230 MW. Contrary 
to what happens in France [13], the consumption is 
higher in Summer than in Autumn-Spring in Corsica due 
to the presence of an important tourist population. Thus, 
the load curve of Corsica is very different to the 
distribution of the power in the French continent. 
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Fig. 4. Evolution of the peak power. 
The evolution of the past and expected peak power is 

presented on Fig. 5. [14]. While referring to the power 
requested during the year 1991 (284 MW), an average 
evolution of 8 MW per year can be seen. EDF estimates 
an increase by about 3% per year [3]. From 1999 to 2003, 
the annual average of increasing was 2.7%. Forecasts 
[15] have been made on the basis of a sector-based 
analysis covering the industrial, residential and tertiary 
sectors. These forecasts take into account the Demand 
Side Management efforts made by various partners, as 
well as specific actions to promote gas heating in towns 
and oil heating in rural areas, as a substitute for electric 
heating. The conclusion is that in 2005 and 2010 the peak 
power will be respectively equal to 406 and 494 MW and 
thus, new equipments will be necessary to satisfy the 
load. In this context, considering the opening of the 
European market of electricity since 1999, EDF already 
seems to have adopted its choices in terms of new energy 
supplies, for the next 10 and 15 years and to adapt 
quickly to the evolutions of electricity demand actually 
seen.
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In 1993, 806 GWh were consumed in Corsica, 73% 

for domestic use and 27% for industrial use, inducing a 
total production of 1063 GWh (including the losses of the 
electrical supply network). In 1998, the production went 
up to 1433 GWh, that is to say an annual average growth 
of about 12.2 % per year over the 1993-1998 period. In 
2015, INESTENE [16] expects an increase in 
consumption by 2% per year, that is to say a need for 
production of 1920 GWh per year. For its part, EDF 
envisages a growth ranging between 3.2% per year 
between 1999 and 2010 (against 7% per years in the 

eighties) (see Fig.6.). According to RTE [15], the energy 
production in 2005 and 2010 should be equal to 1887 and 
2129 GWh.

The means of electrical production are getting old : 
the thermal plants were set up between 1981 and 1988 for 
Vazzio and 1973 and 1978 for Lucciana. The latter was to 
be stopped between 1993 and 1995 but it is still 
operating. A new dam with 1.3 million m3 on the 
Rizzanese river and a turbine of 50 MW for a yearly 
production equal to about 80.6 GWh should be set up by 
2009 and would increase the hydraulic power to about 
37%. Some new private hydro-power plants (about 10 
MW) should be developed.  

The two fuel thermal plants would operate until 2012 
and no decision has been taken about their replacement. 
One solution consists in their redeployment in gas 
combined cycle. In fact, an of Algerian gas pipeline 
project is now studied to connect Algeria to Italy via 
Sardinia (1550 km) and it could pass by Corsica located 
only 14 km away from Sardinian coasts. 

An alternative connection with Sardinia (limited at 50 
MW) will be carried out soon (end 2005) and should 
allow to improve the quality of the electricity provided to 
the user : the interconnected network will be then of 
about 2000 MW, allowing a best response to the 
perturbations; an improvement of the quality with a more 
stable frequency and voltage; a reduction of power cuts: 
the potential of wind turbines on the electric grid could be 
increased. 

The power of this connection should be increased and 
by this means, the electrical problem of Corsica should be 
partially solved but Corsica will become dependent on 
Italy and this choice would have negative consequences 
on the economic activities and on employment. 

The wind turbine development in Corsica is linked to 
a technical limit of the electric grid. The wind electricity 
is unforeseeable and in small electric systems particularly 
reactive to perturbations and with a low inertia, such as 
the Corsican one, it is necessary to limit the wind farm 
integration at 30% of the electric power [17] keeping in 
mind that the load curve in Corsica is very variable. In 
these conditions, only 50 MW of wind turbine power is 
possible because the maximum power on the electrical 
grid is only 150 MW during autumn-spring. This limit 
could rapidly be increased to 100 MW after the setting up 
of the alternative cable with Sardinia. 55.7 MW could be 
installed at the end of 2005. The total of the other studied 
projects is higher than the 50 other possible MW after the 
interconnection with Sardinia. These wind farms 
(installed and in project) will be well spread over the 
territory with two advantages: an electric one because 
these farms will be submitted to different wind patterns 
leading to a better regularity of the production and an 
environmental one with a low visual impact. 

All these previous considerations lead to predict for 
2010 a repartition of the production in installed power 
and energy presented on Fig. 6 [16]. The renewable 
energies in the energy balance would reach 40% of the 
electric production in 2010. But today no decision has 
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really been taken, particularly concerning the future of 
the thermal plants. If new problems occur on the 
electrical grid before, which it is highly probable, the 
decisions would be taken very rapidly and we wish this 
fact had no negative impact on the development of 
renewable energies in Corsica. 

REPARTITION OF THE MEANS OF ELECTRICITY PRODUCTION IN  2010
Total Installed Power (estimated)  714 MW 

Small hydraulic
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Thermal
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Wind turbines
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REPARTITION OF THE PRODUCED ELECTRICITY ENERGY IN 2010
Total produced Energy (estimated) : 2130 GWh 

Wind turbines
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Small hydraulic
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Hydraulic with dam
23%

Thermal
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SACOI Cable
14%

Corsica-Sardinia
 Cable

2%

ENR = 39% of the Electricity 
Production

Fig. 6. Perspectives for 2010. 

Conclusion
The energy situation of the electrical production is 

very specific in Corsica. If the part of renewable energies 
in the electricity production is already high, the planning 
expects 40% for 2010. 

The energy question is linked to other problems : 
sustainable development, water and transports, 
dependence of economy on tourism, sustainable tourism, 
environment, security and lesser dependence of the 
energy supplying. 

Today, the energy policies are at the centre of all the 
talks and conflicts between the different actors : Corsican 
Territorial Community, EDF, ecologists (not always 
favourable to renewable energies). In the following 
months, numerous decisions will have to be taken and it 
is difficult to predict the future but the development of 
renewable energies in the island only seems to be 
established if a real dialogue with the population is 
developed. The concern about the environment is very 
important in Corsica but the debate about energy began in 
a certain confusion. The actors of energy development 
will have to inform and convince the population and the 
population often affected by the NIMBY syndrome “not 
in my backyard” will have to understand the links 
between the stakes in the lesser energy dependence and 
the economic development of the island. 

This problem is not limited to Corsica, it concerns all 
insular territories around the world and must be 
apprehended specifically. Only in Europe, there are 300 
islands  that represent 13 millions inhabitants, i.e. a 
population higher than the population of some European 
countries. 
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 The data handler of weather wind observations, calculation wind 
power potential and efficiency the use of wind power generators 

Petr  Kountsevich, Michail  Kostyrev, Pavel Grachev

Abstract. The report contains the design technique and 
program of calculation wind energy potential and 
efficiency the use of wind power generators for points 
bound to particular meteorological station is placed. 

Keywords: wind power generator, wind speed, relief of 
terrain, wind power potential.

Introduction
Now for definition of a wind power potential many 

different design techniques will be used. Thus, as a rule, 
there is a subjective factor [1]. For example, the use of  
Weibull distribution the subjective factor introduces 
essential errors. In a well-known design technique « on 
gradation » the subjective factor is shown to a minimum, 
but the techniques allow only the past distribution of a 
wind speed.

There are offered the design technique and program of 
calculation technical wind energy potential and efficiency 
the use of wind power generators, in which one the 
subjective factor practically is eliminated, and are 
mirrored an outlook a distribution of a wind speed. 

Resources of a wind energy 
In the majority of locales the considerable seasonal 

behaviors of wind flows are watched, and per winter 
months the wind speed usually is higher, than summer. 
The daytime alteration of velocities of a wind is watched, 
as a rule, near to the seas and large lakes. On wind 
velocity render considerable influencing geographic 
conditions and nature of a surface, including different 
natural and synthetic encumbrances, such, as hills, trees 
and buildings. For this reason wind power generator 
dispose, whenever possible, on raised and removed from 
high trees, apartment houses and other facilities places, 
since such encumbrances decelerate of a wind and result 
in flow swirling handicapping transformation of a wind 
power.

Average wind velocities (V ) characterize a wind 
potential of territory. It is wind velocity, which one is 
determined as mean arithmetic value of all observed wind 
velocities within one year. Average velocities of a wind 
can be computed and for other periods, for example: 
monthly, daytime and hour. Energy concluded in a wind, 
is in cubical relation to value of wind speed. The 
doubling of wind speed gives increase of energy in 8 
times. Thus, average speed of a wind of 5 m\s can give 
approximately twice more to energy, than wind with a 
half speed of 4 m\s. To establish those locales of country, 
where are available sufficient 

resources, it is possible with the help of the wind atlases 
[2]. Having learned(found out)  the wind 
speed in locale, is possible to define(determine) a volume 
of electrical energy, which one can work out wind power 
generator within one year. More precise computational 
methods require(demand) a considerable volume of the 
padding information and should be made by the 
specialists.

Techniques of definition of a wind energy 
potential

For efficiency the use of wind flow energy the 
installation of an elevation profile of wind velocities is 
necessary. The analytical investigation for wind stream 
on a flat equal surface by a fixed gas current gives 
following relation of speed in a flow at an altitude h from 
a surface [3]: 
 (1)      )ln(ln)( 0hhahv

Where a - constant, determining general intensity of 
a flow; ho - value scaling a surface roughness, and this 
formula is suitable under condition of h » ho. On the 
other hand, the aiming v (h) of perpetuity at h seek to 
perpetuity is a consequent of an allowance, utilized in the 
theory, of the infinite size of a streamlined surface. The 
ratio for velocities at altitudes h1 and h2. 
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From which one in particular follows, that at decreasing a 
surface roughness the velocity profile becomes less sharp. 
Another frequently used  expression for an elevation 
profile of speeds is represented by an empirical-formula 
dependence of a power mode kind [4]: 

(3)     

m

h
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The presence of idealized relation (2) with quite 
physically clear parameter of a scale of a roughness of a 
surface ho allows to explain a seasonal behavior of trial-
and-error parameter , and also it’s decreasing for coasts 
of the seas and lakes. The influencing of a roughness of a 
surface on an elevation profile of speeds was in detail 
studied in foreign activities, including with use of 
expression (2), and the rather full tables of profiles are 
created depending on the characteristics of a surface and 
its resistance to a wind. In the domestic literature about 
parameter m of a wind with a roughness of a surface is 
investigated a little. At the same time was clarified, that 
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the parameter m is not only function of time, geographic 
and climatic conditions of terrain, but also function of  
the  velocity.

 The expression (3), being simple under the form, 
actually introduces rather composite and implicit relation 
of velocities to an altitude. Besides for an inhomogeneous 
relief the parameter m appears different for different 
directions, so for realization there are enough of precise 
calculations the definition of trial-and-error values m as 
velocity values on separate directions is required. On a 
technique [4] it is possible to calculate wind speed for 
particular territory. For this purpose it is necessary to 
know, at what altitude there is a proximate 
meteorological station (in radius of 5-10 km) and at what 
altitude guess to set wind power generator. It is known 
[4], that the statistical data under the wind characteristics 
in the given terrain for last 10 years indispensable for the 
feasibility wind power generator. The computer card of 
terrain is indispensable for the precise registration of the 
local factors, which one mirrors a constitution of a relief, 
nature of a underlying surface, precise arrangement of a 
meteorological station, presence of neighboring 
constructions. The data processing can be made with the 
help of a specialized programmatic complex [5].

The essence of the design technique consists in 
following: the observational dates of wind speed for 
definite period are processed by mathematical methods. 
A function of smoothing on a least squares process at first 
is reshaped. The obtained function will be used for 
mathematical smoothing of outcomes of observations. It 
allows recording a system of algebraic equations, which 
one has the alone solution.

For recovery of a velocity-distribution law of a wind 
the following function will be used 

(4)       
kqxpeaxy ,

where the factors a, p, q, k are determined from the 
solution of a set of equations on given points of a 
function of smoothing.

The program allows to calculate an energy 
potential of a wind in a point bound to a particular 
meteorological station, effective operating time and 
annual production rate wind power generator, volume of 
the electric power developed for term of payback and 
service life wind power generator, cost price of the 
electric power, annual average profit during term of 
payback and annual profit after term of payback. In 
calculation all costs are allowed practically, including the 
costs of maintenance and repair, which one are calculated 
outgoing from parameters of reliability of autonomous 
wind power plants.
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Modelisation and Performance of a Photovoltaic System  
connected to the electrical grid 

Philippe Poggi, Marc Muselli, Gilles Notton, Nicolas Heraud, Stefka Nedeltcheva  

Abstract: This paper summarises 4 years of monitoring of 
a 850 Wp roof-mounted grid-connected system in our 
laboratory in Ajaccio. The system has been in operation 
since December 2000. The PV array consists of 10 
BP585F modules and a SMA Sunny Boy 700 inverter. 
Climatic and solar radiation conditions al the site are 
reviewed, each component is modelled and the monthly 
performance of the system is assessed from a component 
point of view and from a global perspective. 

Keywords: PV Array, Small Grid-connected PV systems, 
Performance, modelisation 

Presentation of the system 
We present the performance of a 850 Wp photovoltaic 

roof-mounted grid-connected system in our laboratory in 
Ajaccio. The system has been in operation since 
December 2000. The PV array consists of 10 BP585F 
modules and a SMA Sunny Boy 700 inverter. Climatic 
and solar radiation conditions at the site are reviewed, 
each component is modelled and the monthly 
performance of the system is assessed from a component 
point of view and from a global perspective (AC power 
delivered to the grid, system efficiency, system 
reliability, utilisation factor). 

The PV modules are arranged in one string of 10 
series modules and facing south and tilted at 45° 
(maximisation of the yearly energy production). The area 
of the array is 5.625 m2. The inverter is tied to the public 
grid EDF via a single-phase connection. 

The PV system is fully monitored to asses the 
potential of PV technology in Mediterranean climate and 
the performance of the system with the local power grid. 
It consists on a meteorological station (on the laboratory 
roof) and an internal acquisition of the PV system 
parameters. The monitoring system measured each 
minute the following parameters: 

- Electrical parameters (DC and AC voltages; DC and 
AC currents; AC power; utility grid impedance; utility 
grid frequency; errors and warnings reported by the 
inverter, ...) ; 
- Meteorological parameters (Irradiance on plane of PV 
array; wind velocity, ambient temperature and PV 
module temperature). 

Modelling and performance of PV modules. 
The first part of this study was to model the PV array. 

From a PV I/V curve analyser (PV KLA 4.3 from 
Mencke and Tegtrneyer), we have recorded I/V curves 
for various irradiances during days (Figure 1). 
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Fig.l. I-V curves of the PV array for 3 irradiances 

From I/V curves and from a thermal model developed 
in the laboratory (which compute the cells temperature - 
Figure 2), we have modelled the PV array using single-
diode (eq.l) or double-diode models (eq.2) [1]. 
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Fig.2. Evolution of the temperatures (back of the module, 
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where Iph is the photocurrent, I0, I o1. I 02 the saturation 
current, Rs the serial resistance, RSh the shunt resistance, 
n the ideal factor, k the Boltzman constant, T the module 
junction temperature, I02 the current saturation of the 
second diode, and n2 the ideal factor of the second diode. 

We have computed the parameters of these 2 models 
from the I-V curves measured and the various errors 
between the single-diode model or the double-diode 
model versus experimental data are presented on Table 1, 
and on Figure 3. 

Table 1 
Statistical coefficients between experimental data and single-

diode and double-diode models 

RMSE RRMSE Coefficient 
(%)  Correlation 

Single Diode 9.51 1.96 0.997 
Double Diode 4.46 0.95 0.998 

The double-diode model is the more accurate. From 
this model, it is possible to estimate the power curve, in 
order to compute the array efficiency. 
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In a second part, we have studied the array efficiency. 
During the day it was observed a variation of the 
efficiency due to the variation of the temperature cells Tj. 
We have developed a model which verifies this variation, 
the relation (3) is the following: 

(3)  2981 jlabo TBA

where  is the irradiance in the plane of the array. 
The parameters A, B,  and  are determined for the 

whole period of the study, and the values are: 
A = 0.001803 B = 0.03364 

 = 0.694  = 0.074 
In Figure 4, the evolutions of the experimental and 

modelled efficiency for a given day are plotted. We can 
observe a good accordance between the two curves. 
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At the beginning of the day, there is no De power 
generation by the PV modules until irradiances reaches 
about 50 W/m². During this time, the inverter performs an 
MPP search. During the day, when the modules generate 
the largest power, they became hot. Therefore, the 
efficiency of the PV modules decreases (Figure 4). When 
the irradiance decreases at the end of the day, a lower DC 
power is generated with the same irradiance (Figure 5a 
and 5b). 
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Modelling, Optimisation and Performance of 
the inverter 

The Sunny Boy SMA 700 is equipped with a MPP 
tracking system. The inverter starts supplying energy to 
the grid when the irradiance is about 70 W/m² (i.e. the 
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DC power generated by the modules is about 7 W) and 
stops supplying when the irradiance goes down to about 
50 W/m² (i.e. the DC power generated by the modules is 
about 3.5 W). 

The efficiency of the inverter for values higher than 
about 150 W lm' is in a range from 92 to 96 %, but for the 
lower irradiance, the efficiency is strongly dependant on 
irradiation. The efficiency curve of the inverter is shown 
in Figure 6. We have also modelled this efficiency (Fig.6) 
and we have studied the optimal energetic configuration 
between PV Power installed and the nominal inverter 
power [2][3]. We do not present in this paper the method 
developed previously [4]. 
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The result of the optimisation computation is shown 
in Figure 7. So, it could be seen than the present 
configuration is closed to the energetic optimal 
configuration. The difference between these 2 
configurations is due to technical consideration (Input 
and Output Voltage). 
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Analysis of the PV system performance  
To compare the production of energy and the 

performance of the various PV systems with different 
capacity and in various locations, the three following 
parameters have to be computed : 
- normalised energy from the PV array 

(4)   
peakPV

PV
a P

dcE
Y

,
  [Wh/Wp] 

It represents the monthly or annually energy from the PV 

array by unit of peak power installed 
- normalised energy from the PV system: 

(5)   
peakPV

PV
f P

acE
Y

,
  [Wh/Wp] 

It represents the monthly or annually energy from the PV 
system by unit of peak power installed 
- Performance ratio: 

(6)   
stc

PV

S
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where EPV(dc) is the dc energy from the PV array, EPV
(ac) is the ac energy from the PV system, Ppeak, the PV 
peak power installed,  the total solar radiation in the 
plane of the PV array, S the surface of the PV array and 

STC the efficiency of the PV array for the standard 
condition. 

We also use 3 other parameters, which are used to
evaluate the performance of the PV system. The reference 
energy Yr based on the solar radiation and represent the 
theoretical available solar radiation for the period (day, 
month annual, ...) and by watt peak: 

(7)   
stcG

Yr   [Wh/Wp] 

the losses by capture Lc : 

(8)   arc YYL   [Wh/Wp] 

and the system losses Ls : 

(9)   fas YYL   [Wh/Wp] 

The system is running since December 2000, so we 
can make a synthesis of the first four years of running. 

During the 3 years of operation, the PV system 
generated in average about 800 kWh each year, and in 
2004 the production was about 1030 kWh. The Table 2 
summarises the annual performances of the PV System. 
We can observe a similar behaviour for each parameter 
during the years [5] [6] [7]. The parameters describe 
previously are presented in Table 2, for the 4 years. 

On table 2, we can note that the availability of the 
system is varying between 0.80 and 0.85 for the 3 first 
years, and is exceed 0.9 in 2004 and the utilisation factor 
is varying 0.24 and 0.29. 

Table 2 
Annual performances of the PV system. 

2001 2002 2003 2004 
Yr 2641.89 2626.08 1956.96 2504.56 
Ya 1027.65 1001.47 965.69 1225.88 
Yf 996.82 955.29 952.12 1210.08 
Lc 1614.24 1624.61 991.27 1278.67 
Ls 30.83 46.18 13.57 15.88 
PR 48.7% 52.8 % 35.8 % 66.6 % 
AV 83.5 % 84.8 % 80.2 % 96.2 % 
UF 25.8 % 24.7% 24.7 % 29.5 % 
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The two last parameters are the Utilisation Factor 
(UF) and the availability (AV). The utilisation factor is 
defined as the ratio between the energy (ac) produce over 
the period and the maximal power the system multiplied 
by the number of hours. The availability allows to 
normalise the time during the PV system produce energy. 
It is defined like the ratio between the hours of running 
and the hours of sufficient solar radiation during the 
period. 

On figure 8 we plotted the utilisation factor versus 
performance ratio. We can note a linear relation between 
these 2 parameters. More the system use the solar 
potential more the PR is high. However, if it is not the 
case, we can deduce that the system has some problems 
and that the losses are too high. When the system has not 
any running problem, the UF and PR are proportional, 
this is the case for our system. 
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In table 3, we give the annual production of energy 
and the overall efficiency of the system. 

Table 3 
Annual energy and efficiency of the PV system. 

Energy
(kWh) Efficiency

2001 847.3 6.7 % 
2002 812.2 6.5 % 
2003 809.3 6.35 % 
2003 1028.5 7.30 % 

The monthly study can allow to observe various 
transitions. The efficiency of the PV system has ranged 
from 6 to 10 % and decreased during the summer. The 
Monthly Normalised Parameters Yf, Lc and Ls are shown 
for 2 years (2001 and 2002) in Figure 9. The capture 
losses are due to the efficiency of the PV array and the 
system losses are due to losses in DC-AC energy 
conversion. The monthly final yield is about 90 %. Like 
the global efficiency of the PV array, the performance 
ratio (PR) is lower in summer time due to the module 
temperature of module: the efficiency of the PV array is 
then lower. 
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Fig.9. Monthly performances of the PV system. 

The reasons for differences in energy production were 
only due to defects on the grid : high frequency and 
impedance variation. Since May 2004 we have modified 
the sensibility of the inverter and we hope this problems 
do not occur now. The detection of errors is about 33% 
over the 3 years (3% of the days do not have any switch). 
The energy loss due to these switches is important: about 
30 % of the total production. Moreover, the augmentation 
of modules temperature during summer, and a tilted of 
45° reduced the power output the PV array. 

Conclusion
The first PV system in Corsica, installed on the roof 

of our laboratory and totally monitoring since December 
2000 has shown a good reliability of the system. Like a 
lot of PV grid systems the annual energy yields is about 
950 kWh/kWp. We have related to the grid influence on 
the inverter performance, and consequently on the system 
performance. So, since the inverter sensibilities are 
modified, we have, for the first year, obtained a value 
greater than the 'magic limit' of 1000 kWh/kWp (1200 
kWh/kWp). A such This energetic system have proved its 
high availability, and its great interest in grid connected 
application. In the future, we will modify the PV module 
support in the aim to set-up a tracker system in view to 
study the benefits we can obtain. 
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Solar Energy Resource Estimation for the Area of Rousse 

Nicolay Mihailov and Ivaylo Stoyanov 

Abstract: When we design photovoltaic systems it is 
necessary to have data base for solar radiation in the 
specific geographic area. For the area of Rousse this has 
been done by means of a specialized device for solar 
radiation measurement – piranometer. The main values 
for the intensity of solar radiation have been determined 
and the possibility for application of a photovoltaic 
system for agriculture has been estimated. 

Key words: solar radiation, statistical analysis, photo-
voltaic systems 

Introduction
Nowadays industry development is going hand in 

hand with a non-stop increase of energy consumption. 
The main energy sources up to now are water power 
stations, heat power stations and nuclear power stations. 
The traditional energy source materials, such as gas, 
petrol and coals, are becoming less and less year after 
year and in only a few years we will have a serious 
energy problem. That is why the interest for using 
renewable energy sources (RES) is so big. The most 
famous RES is the sun, because it has the biggest energy 
potential. For one year we receive energy from the sun 
for about 100 000 000 000 MWh [1]. One little part of 
this energy has been transformed into movement of the 
air (wind). In order to estimate the optimal solar energy 
falling on a defined surface, many investigations have 
been done [2, 3]. It has been discovered that the intensity 
of solar radiation is related to the angle of falling of the 
rays through the atmosphere, as well as the angle of the 
slope of the radiated surface and so on. For example, the 
less height of the sun and the longer way of sun rays 
through the atmosphere, will lead  to a decrease of the 
solar radiation during winter, and the opposite during 
summer. Based on these facts specialized atlases for solar 
radiation spreading all over the earth surface for different 
geographic areas during different seasons have been 
created [4, 5]. For direct design of a photovoltaic system 
it is necessary to have information about all year solar 
heating, total solar radiation for this area, possibility for 
sun heating, as well as the objects which can shadow the 
solar installation. [1]. The biggest part of this information 
is either missing or very limited for most areas of the 
country. This is the reason for bad design and bad 
exploitation of solar systems. 

The aim of this paper is to analyze the solar energy 
r sources of solar radiation in a horizontal surface for the 
area of the town of Rouse and after that to estimate the 
possibility for transforming this energy into electrical 
energy.

Data base 
The analysis of the solar energy resources for Rouse 

has been done based on direct measurements and 
integrated values for solar radiation in Rouse, in the area 
of Rouse University, which is situated at 43º49’22” 
northern longitude and 26º1’19” eastern longitude. The 
so measured values for solar radiation during the last 
spring season of 2005 have been compared to the 
theoretically obtained results for the same period. 

Investigation approach 
The measurements for the solar radiation have been  

done by specialized measuring system [6], which consists 
of pyranometer CM 11, integrating block (SOLRAD 
Integrator) and personal computer (Fig. 1). 

Piranometer CM11Outer
glassdome

Thermistor

Compensation
element

Dissicator

Inner
glassdome
Sensing
element

Subframe

PC

RS 232
SOLRAD
Integrator

1849
kJ/m

2

Fig.1. Construction of the CM 11pyranometer [7] and 
connection of readout integrator SOLRAD with PC. 

The sensitive element of the pyranometer CM 11 is a 
black disc of Al2O3. When the wavelength of the falling 
light is between 335 and 2200 nm, then the sensitive 
element temperature increases. The potential, which 
refers to the moment value of the solar radiation, has been 
generated by means of the thermistor and compensation 
element. For example, when the solar radiation has 
intensity 1000 W/m 2 , then the temperature at the center 
of the Al2O3 disc increases with 3 °C, and from there on 
the value of out-going potential increases too. This 
potential goes to the integrator, which, depending on the  
mounting and construction, has the ability to show and 



419

store the values of direct, reflected and spread solar 
radiation. The integrator can also integrate the so 
measured values and to store them for 31 days. The so 
registered moment and integrated values for solar 
radiation are transferred to PC by standard 
communication interface PC 232. By means of 
specialized software INTEGRATOR, all registered 
values for solar radiation intensity from the integrator, 
could be visualized and saved in real time, as well as after 
their pre-memorizing (Fig.2). 

Fig.2. Main windows of the PC software program SOLRAD. 

The measuring process accuracy for solar radiation is 
guaranteed by the unique certificate of the pyranometer 
and by following all the requirements for mounting of the 
company which has produced the device. 

Following the above-described method we have 
measured the intensity of direct solar radiation (with 
interval of 10 s) in W/m2, and integrated solar radiation 
(with interval 1 day) in kJ/m2, for a flat surface during the 
period March 2005 – June 2005. 

Algorithm 
The final results for solar radiation have been 

organized in three groups, for sunny days, for cloudy 
days, and for mixed days, respectively. 

The moment value of the solar radiation for a specific 
geographic area depends on different factors, some of 
them not predictable. That is why in a specific moment of 
time this value is a random variable. Therefore the 
change of solar radiation in time is a stochastic process. 
This process has to be analyzed so that we will receive 
the main statistical parameters. The classical procedure 
for defining of the main probability characteristics for 
solar radiation as a stochastic process has been used – 
expected value, variance, normalized autocorrelation 
function and histogram of the distribution (probability 
density of the random variable due to residual sum of 
squares) [8]. 

Results
During a bright sunny day the direct solar radiation 

change as a function of astronomic time (Fig. 3), looks 
like parabolic relation, following the azimuth of the sun 

, which could be defined by [5]. 

(1) cos
sinh.cosarcsin ,

where  is deviation,  - the height of the Sun, 
015h  - number of hours from/to solar noon. 
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Fig.3. Deviation of direct solar radiation during a sunny day 

(17.06.2005). 

On Fig. 4 is shown the deviation of the normalized 
autocorrelation function of the direct solar radiation 
during a bright sunny day. This deviation decreases 
slowly and there are no negative values. This fact shows 

Fig.4. Normalized autocorrelation function of the total solar 
radiation during sunny day (17.06.2005). 

that the stochastic process goes relatively smoothly and 
there is no periodicity, in other words, the process 
changes more or less in the same way in time, and has 
small deviations around expected value 

,635hG W/m2 with more or less constant dispersion 

sGh ,243  W/m2.
During cloudy days the solar radiation change has a 

completely random character (Fig. 5). It is visible that the 
change of the accidental process is completely chaotic 
and has nothing in common with any known function, as 
in bright sunny days. When we have a fully cloudy sky, 
all registered values for directly measured solar radiation 
during different parts of the day are about two times 
lower than during sunny days. All the picks we can find 
could be described with short periods of clear sky.  

During cloudy days the normalized autocorrelation 
function is slowly decreasing. This shows that in these 
cases the process changes very slightly in time. We have 
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received the following values for the expected value and 
for mean square deviation, respectively:  
Gh ,241 W/m2  and ,154Ghs W/m2.
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Fig.5. Change of total radiation during a cloudy day 
(17.06.2005). 

During mixed days the results are the same and 
change slightly depending on whether the day is sunny or 
cloudy. 

Fig.6. Standardized auto correlative function of direct radiation 
during a cloudy day (17.06.2005) 

The results that are obtained for integrated values for 
solar radiation are shown on Fig. 7. There is a tendency 
generated mainly by the sharply increased average 
daylight in spring. In June the increase is almost double 
that in  March. The total solar energy received in spring 
time is: 32% in June, 28% in May, 23 % in April and 
17% in March, respectively, and it is 17811 MJ/m2

average for the period. 
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Fig.7. Averaged monthly integrated solar radiation for the area 
of Rousse. 

The change of integrated values of solar radiation 
during the specific period is shown on Fig. 8. Here we 
can see specific cyclic recurrence about (11 ± 3) days in 
the solar radiation intensity. It is good to estimate this 
cyclic recurrence during the remaining periods of the year 
too. If the values are proved then it is good to find out 
average weighted values for the specific periods, which 
will help the engineers in the design and operation of 
photovoltaic modules for generating of electric and heat 
energy. After analyzing the registered solar radiation it 
has been found that the value 1000 W/m2 is registered on 
23rd April, and the biggest value is 1336 W/m2 – 
25.05.2005 at 01.15 pm. The total solar radiation is about 
1000 W/m2 from the beginning of the June. In order to 
estimate the possibility for more optimal use of solar 
energy source , especially for supplying far located 
agricultural  farms,  it  is  nice  to  analyze  the  possibility 
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Fig.8. Daily integrated values for total solar radiation (Time integrated radiation). 
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character of the solar radiation and it is nice to estimate 
the main statistical parameters. 

The comparison of the total, diffused and reflected 
solar radiation for the region of Rousse, received by 
means of known methods [8, 9] via a satellite, is of 
interest. For example, on Fig. 9 is shown the comparison 
between theoretical and real values of the direct solar 
radiation. The correlation coefficient between both 
relations is k = 0,894. This shows that there is a strong 
positive correlation between both values. Therefore, from 
theoretically obtained data we can get an objective idea 
about the level of the solar radiation in a specific area 
during a specific period. The observed deviation of the 
maximum in time rather than in value, can be explained 
with the use of summer time.  
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Fig.9. Comparison between theoretical (        ) and current (----) 
values of solar radiation in a clear day for the area of Rousse in  

June.

Conclusions 
We have obtained data for direct solar radiation 

during the period between March and June 2005 for the 
area of Rouse, and this could be a base for creating a 
national database for different areas. The statistical 
analysis shows that solar radiation is an accidental 
process, which changes slowly in time. The cyclic 
recurrence of the sunny days has been estimated for 
springtime. The comparison between theoretical and real 
values of direct solar radiation has been done and the 
deviations have been analyzed. 
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Impact of the Deregulation of the Electric Power System  
on Its Optimal Operation

Lazar Petkanchin, Maria Kaneva  

Abstract: The technological process in the electric 
power system is unique both for physical lows that run it 
and for its importance for the civilization. Its 
organization, control and goals are unique and in this 
field the principles from other branches of industry can 
not be applied mechanically. Nevertheless such 
approach is a fact – it is so called deregulation. 
Together with the competition in electric power market 
it made the problems of operational optimization in EPS 
more complex and difficult than ever before. In this 
process the role of technical specialists increases 
considerably.

Keywords: electric power system, operational 
optimization, deregulation.

Introduction
 There is no analogy in the industry with the 

technological process in the electric power system 
(EPS). The latter is unique from the point of view of the 
physical lows that run it as well as of its importance for 
the civilization. This means that the organization, 
control and the goals are unique and in this field the 
principles from other branches of industry can not be 
applied mechanically. 

Nevertheless such approach is a fact – so called 
deregulation takes place all over the world. Deregulation 
is a process of removing regulations and restrictions 
with a purpose to introduce competition and 
participation of private agents on a free electric power 
market. As a result wholesale prices are formed. 
Deregulation is related with restructuring of the system.    

Deregulation
In DIRECTIVE 2003/54/EC OF THE EUROPEAN 

PARLIAMENT AND OF THE COUNCIL of 26 June 
2003 concerning common rules for the internal market 
in electricity these European authorities conclude: 

 “(2) Experience in implementing this Directive 
96/92/EC shows the benefits that may result from the 
internal market in electricity, in terms of efficiency 
gains, price reductions, higher standards of service and 
increased competitiveness.”  

In the same point of the document some concerns are 
expressed: “However, important shortcomings and 
possibilities for improving the functioning of the market 
remain, notably concrete provisions are needed to ensure 
a level playing field in generation and to reduce the risks 

of market dominance and predatory behaviour, ensuring 
non-discriminatory transmission and distribution tariffs, 
through access to the network on the basis of tariffs 
published prior to their entry into force, and ensuring 
that the rights of small and vulnerable customers are 
protected and that information on energy sources for 
electricity generation is disclosed, as well as reference to 
sources, where available, giving information on their 
environmental impact.”  

In the same time it is mentioned in point (8) in the 
Directive:

“It is important however to distinguish between such 
legal separation and ownership unbundling. Legal 
separation does not imply a change of ownership of 
assets and nothing prevents similar or identical 
employment conditions applying throughout the whole 
of the vertically integrated  undertakings.” 

Obviously in every different country it is the 
Government that decided on the forms of restructuring 
and privatization.  The latter is not compulsory 
requirement of EU. 

At its meeting in Lisbon on 23 and 24 March 2000, 
the European Council called for rapid work to be 
undertaken to complete the internal market in both 
electricity and gas sectors and to peed up liberalisation 
in these sectors with a view to achieving a fully 
operational internal market, to adopt a detailed timetable 
for the achievement of accurately defined objectives 
with a view to gradually but completely liberalising the 
energy market. 

In order to ensure efficient and non-discriminatory 
network access it is appropriate that the distribution and 
transmission systems are operated through legally 
separate entities where vertically integrated 
undertakings exist. However, a non-discriminatory 
decision-making process should be ensured through 
organisational measures regarding the independence of 
the decision-makers responsible. 

With the constitution of interconnected EPS of 
different countries new possibilities are created to 
enhance security and economy of electric energy 
generation and supply for every one of them (UCTE). In 
the future every separate system, part of interconnected 
systems (generation, transmission, distribution and 
consumption) has to be consentient with competition 
conditions of the whole interconnected system. 
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Bulgarian power system and deregulation 
This Directive is important for Bulgaria as well. 

Desirable or not for the specialists deregulation and 
privatization took place in Bulgarian power system. All 
one can do is to find the right answers to the questions 
like: “What particularities of the operation of a 
deregulated power system are and how they influence 
the principles of its functioning?” (more detailed 
questions can be found in [1]). 

In this paper these answers are searched for from a 
point of view of operational optimization.  

The main characteristics of EPS are: (i) operation on 
vast territories (states, continents); (ii) wide ranges of 
time for process development – from parts of second 
(relay protection, emergency control, primary 
regulation) to dozens of years (EPS development); (iii) 
reliability of EPS operation is ensured by combined and 
coordinated actions in power plants, transmission and 
distribution systems; (iv) a strong mutual dependency 
exists between the processes on the whole territory of 
the system; (v) every consumer must be supplied 
whenever it shows; (vi) a significant losses occur as a 
result of supply interruption.  Such kind of 
characteristics can not be fined in other systems (may be 
only Defense has similar ones). 

These characteristics makes obvious that EPSs are 
not only the biggest systems and the most complex but 
the most responsible control systems too. The impact of 
their operation on the human lives increases 
continuously because of the increasing share of the 
electricity in the common quantity of used energy. The 
informational society of the future is not possible 
without electric energy usage.  This shows the 
importance of such structures that ensure optimal 
technical and economical functioning of EPS 
correspondingly to the development and changes in 
EPS’ technical means. Historically the EPS 
development has pass through some stages: local 
(deregulated), national (vertically integrated), “single 
buyer”, free access to the transmission, free access to the 
network. Each of them has its advantages and 
shortcomings. The choice strongly depends upon 
historical, political, economical and personal factors. 

One of the announced ambitions of deregulation is to 
make the expensive and labor-consuming technological 
process in EPS more effective economically – prime 
materials and personnel to be used in more efficient 
way. This is praiseworthy aim but its implementation is 
achieved sometimes by questionable means. That is why 
every change must relay on grounded conclusions made 
by well-motivated specialists knowing well the character 
and particularities of EPS.  

In “open access” deregulated EPS an Independent 
System Operator (ISO) is responsible for the scheduling 
of the generation and load and for maintaining the 
system security. An ISO faces many complex tasks. 

In most cases, the restructuring process has replaced 
traditional expansion and operation planning procedures 
of centralized optimization by market-oriented 

procedures. The operational efficiency of free market for 
electricity is based upon a priority list of all units 
participating to the power production. The creation of 
the priority list is a critical task for ISO and relies on 
both, objective criteria and the experience of the 
operators in charge. The criteria are the following: 
operational cost, safety requirements, operation 
conditions in the past, maintenance scheduling, 
alternative supply availability, environmental impacts.  

From the point of view of independent power 
producers issues that are important are: benefits, 
competitors’ bids, profit. These goals pursued by the 
market participants sometimes are contrary to the ones 
of the ISO. If only utilities’ benefits, competition and 
profit are driving forces in EPS operation and 
development then it is difficult to expect the quality and 
security of supply to be ensured.  

There is another concern – the market efficiency is 
based on the assumption that no generating unit has the 
ability to make bids that all alone will increase the 
electricity price. This may not be the case in real life [3]. 
The more competitive the market is (with a large 
number of agents) the closer to the least cost dispatch 
the total output produced is. 

 Coordination in the environment of shared 
responsibilities requires efficient computational tools 
and methods. Current practice in reliability and security 
of operation in newly restructured EPS needs 
engineering tools to overcome unintended 
consequences, e.g., market power, capacity withholding, 
etc., that are detrimental to economic efficiency of the 
market forces. Secure and efficient operation in 
deregulated EPS requires fast and sure optimization 
tools. Deregulation is causing fundamental changes in 
the rules of the game for the electric power industry and 
is changing utterly the way of decision making.  

In Directive 2003/54/EC is previewed: “In order to 
ensure efficient and non-discriminatory network access 
it is appropriate that the distribution and transmission 
systems are operated through legally separate entities 
where vertically integrated undertakings exist. However, 
a non-discriminatory decision-making process should be 
ensured through organizational measures regarding the 
independence of the decision-makers responsible.” 

The operational decisions can be grouped in two 
categories. First is the decisions taken by the players on 
the market and second – the ones taken by the central 
authority such like ISO. The second group of decisions 
are supported by so called Energy Management System 
(EMS).  

There are two considerations to be taken into 
account for EMS [2]: 
(i) EMS must ensure functionality of EPS – 

scheduling of the generation, state estimation and 
congestion management. Power grid control 
problems need to be continuously studied both in 
normal and in emergency conditions. Deregulation 
pushes the transmission system to operate closer than 
before to its security limits. The scarcity of 
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transmission capacity lead to transmission system 
congestions. The introduction of competition in 
electric power market has made operation control 
problems more complex and difficult than ever 
before. 

(ii) The second issue concerns the sheared control 
of interconnected transmission systems where each 
utility can have its specific EMS and criterion. In the 
big interconnected systems (like UCTE) there are 
special rules and criteria for management and 
automatic control obligatory for all the members. 
The ISO’s EMS is supposed to supervise the overall 
operation. Obviously there is a need to coordinate 
different solutions and to provide for overall optimal 
solution and hence operation. This report does not 
consider these issues. 
For Bulgarian EPS there are some specific concerns. 

In the market we can see some power plant that 
participate independently one from another. These plant 
have been constructed for common operation thus 
overcome the shortcomings of different types of plant – 
they have been treated like an unity and now they are 
competitors! The only competitor to win in such 
circumstances is not in the country.  

Another feature is that a low price energy from NPP 
“Kozloduy” goes for big consumers, while the 
expensive energy will go to the small end-users. It is 
interesting problem to be studied - how these plants of 
different types can work together in optimal way and be 
a competitive participant in the “open access” electricity 
market in our region provided that the owners want this. 

Operational optimization in EPS 
What objective function is to be implemented for the 

complex problems of optimal operation in deregulated 
EPS by the ISO.  

The main difficulties of automatic control in EPS 
are: (i) changes of the load in one day, week, season, 
year, etc.; (ii) big velocity and strong dependency of 
processes in EPS’ elements (all they work in 
synchronism); (iii) there is no possibility for economic 
storage of electric energy of sufficient quantity. 

Normally the EPS operates under following 
conditions: normal, before failure, emergency, 
recovering. The objective function for efficient 
operation changes depending upon the operating 
conditions of the moment.  

Thus in normal operating conditions this function is 
the most economic production of electricity, parameters 
maintaining of EPS in given limits and environmental 
requirements’ adherence.  

The most economic production implies the 
minimization of the following objective function: 

(1)F=
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where 
 i   –  is generating unit number; 
 j   –  tariffs in use; 
 m,n – transmission lines with violation; 
 p   - unserved load.  

The constraints of the problem are to ensure: 
1) energy balance; 
2) generating units limits; 
3) phase shifter control constraints; 
4) other security constraints. 

There can be applied another constraints as well, 
depending on the aims and precision of the calculation – 
here is an example of how the objective is in most 
simple form.  

In a deregulated EPS economical and technical 
interests of different generating and distributing utilities 
are conflicting. For everyone of them the aim is to 
maximize its profit and this is a natural result from the 
privatization of majority of power utilities in Bulgaria 
(and in many counties in the world). Electric power is 
not an obligatory service provided by the EPS any more. 
It is a commodity like every merchandise.  

ISO is the unit that carries out a co-ordinated 
functioning in every moment of all participants in the 
multistage technological process of the unity – EPS – 
with maximal security and economy of supply. These 
two goals (economy and security) are contrary in many 
cases. Then the common goal pursued is to ensure 
security of supply. 

The tasks for scheduling of the generation is 
accompanied by the ones for state estimation and 
congestion management. In an “open access” electricity 
market users can be supplied from anywhere in the 
interconnected system provided that the system security 
is assured. One very important function of ISO is to 
manage the use of transmission subsystem - available 
transmission capacity is studied, transmission rights are 
established both transmission congestion contracts and 
financial transmission rights.  For a EPS with 
congestion, under the locational marginal prices scheme, 
loads in congestion area holding the transmission rights 
can import less expensive electric energy without paying 
for more expensive local energy. This creates some 
shortcomings that influence the transmission subsystem 
development [4]. 

It is well known that the optimal distribution of the 
active power in the EPS in not a simple sum of the 
optimal loading of different generators. Neither the 
optimal functioning of all elements lead to the optimal 
operation of the EPS as a whole. The problems of 
optimization of operation of EPS is complex, labor-
consuming and require goals and objective functions by 
compromise.  

Before emergency when abnormal (difficult to 
control) operating conditions exist the main goal is to 
maintain the integrity of the EPS and to return to normal 
operation (congestion management). The deregulation 
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and the competition in electric power market made 
power flow control more difficult then ever before. The 
scarcity of transmission capacity and the common and 
big demand for less expensive power purchase, and 
specific requirements of trade lead to transmission 
system congestion. The difficult to control operating 
conditions do not allow ISO to interfere with generators 
schedule unless congestion occurs. The congestion can 
threat system security, increase system operating costs, 
raise the price for the users or hinder fair competition 
between generating utilities. 

In emergency conditions the task is to protect the 
elements of the EPS, to minimize the power non 
supplied. It is accomplished by generation re-scheduling 
and interruptible load curtailment.  

In recovery period of operation of EPS the purpose is 
to restore the system as quickly as possible. There are 
specifics of the problems here that are very appealing 
but go beyond the purposes of this report.  

Conclusion
Electric power is a very particular good regarding 

the particularities and main characteristics of EPS – 
existence of two components – active and reactive 
power, several types of stability in its operation (steady-
state, transient and thermal stability), others.  

To address many of tough issues mentioned above, it 
is crucial to apply objective optimization approach. 

In times of deep and total changes in this complex, 
huge and important system it is of tremendous 
importance to realize these changes with the leading 
participation of technically qualified persons, having 

enough experience in EPS of Bulgaria. Only doing so it 
is possible to embrace both economic and engineering 
aspects of big number of unsolved and difficult 
problems of EPS operation.   
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Simulation Study of DG Effect on Fault Location Methods
in Distribution Networks 

D.Penkov,  B. Raison, C. Andrieu, L. Stoyanov, J.-P. Rognon 

Abstract: In this paper the results of simulation study for 
the estimation of Distributed Generation (DG) impact are 
presented. These are carried out in order to quantify the 
precision of a fault locating method in the worst case 
when these generators have a large penetration in the 
distribution network. Results are compared with those 
without DG and for different distributions in the network.

Keywords: Distributed Generation, Fault location

Introduction

Distribution networks are often subject to faults 
as a result of phase to ground, phase to phase or 
three phase short-circuits. These faults are 
dangerous, and provoke the circuit breaker’s 
opening in order to be cleared. The clearing time 
depends on the fault nature, and on the fault 
persistence. A steady fault can not be cleared by the 
breaker’s action and needs to be reviewed by the 
maintenance crew. In order to reduce the operation 
time, the fault should be located in advance by 
analytical means. These are based on voltage and 
current measurements on the substation, made in the 
meantime before the breaker’s opening. Some 
methods for fault location could be found in [1]. 
These methods work well in the case of a one-
source network. The Kyoto’s protocol, (1997) [2], 
establishes new conditions in the networks for a 
‘green’ energy. It means that all the countries which 
have signed it should have a green energy 
production also called Distributed Generation. That 
could be wind turbines, hydro turbines, photovoltaic 
panels for the solar energy and others [3]. These 
sources are good for the ecology, but their 
introduction in the networks requires changing lots 
of the guiding principles related to their exploitation 
and maintenance. Such a problem is the fault 
location in distribution networks. DG impact the 
locating precision through the fault currents they 
supply. As known these currents depend mainly on 
the short-circuit power of the generators, and the 
conductor’s impedance. The short-circuit power is 
defined as the power that a generator is able to 
supply when a three phase fault is next to its output. 
Since this power is calculated for the nominal 
voltage of the machine, it is proportional directly to 
the current supplied during the fault. When it is to 

locate faults by measurements on the substation 
feeder only, the DG fault currents are going to 
modify those at the feeder. A higher short-circuit 
power of a DG source means a higher fault current 
supplied when a fault is and a possible greater 
impact on the fault signals. This effect has been 
studied for the fault location of three or two phase 
faults, taking place in a given distribution network 
when at least one ‘green’ generator is present. 
According to the position related to the fault 
location, one can distinguish two main situations:  

The feeder (main source) and the DG are 
both on the same side of the fault 

They are on the two sides of the fault 
location

This study can be extended to consider the short-
circuit power ratio of the generators and the case of 
some generators dispersed over the network. 

These three different criteria are studied in order to 
estimate the precision of a given fault-locating 
method. In the next four sections the method, the 
DG model, the network and program supply are 
presented respectively. Theory for DG impact is 
included in section 6. Results obtained for different 
situations described generally above are pointed out, 
and the appropriate conclusions made in section 7 
and 8. Section 9 gives the main conclusions that 
could be tied out from this study. 

Fault locating method 

The method used for fault distance computation 
is based on the impedance measured on one faulted 
phase on the power transformer’s secondary coil [4]. 
On the next figure a simplified scheme shows the 
fault situation: 

Fig.1. Simplified fault network scheme 
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The main equation for fault distance computation 
is:

(1) 2
2

2

3
)..(

)..(

Icc
UkXdxXdLXd

RdxRdLRd

condcondT

condcondT

Where:

k –coefficient, depending on the type of 
fault, k=1, for a three phase fault, 
k=0.75 for a phase to phase fault.

Such a one-end method is sufficiently precise 
since the considered currents are very high, 
compared to the load ones. A passive distribution 
‘RL’ load can be considered as an open circuit for 
the three and double phase fault currents. The 
contact impedance between phases is considered to 
be zero. The method needs no additional changes to 
work properly for distribution networks with many 
taps. It is suitable for permanent faults, since the 
variables are complex values for the fundamental 
frequency. 

The distribution network 

The network is a 7MVA feeder, which has a total 
length of 55km, lines or cables. All the conductors 
have a length of 5 km, and the loads are 450MVA, 
power factor of 0.9 each. The network is developed 
for location purposes; the software that has been 
used is ARENE [5]. It has been developed and 
commercialized by the French utility EDF. The next 
figure shows the network topology and load 
distribution:

Fig.2. Studied distribution network 

As it could be seen the load is equally distributed 
along the network. A brief description of the grid is 
given in the next table: 

TABLE 1 
Network parameters 

The short-circuit power of the main source is 
180MVA. Faults are distributed on the points were 
an arrow is shown. 

Distributed Generation model 

A 0.4MVA Diesel Generator has been simulated. 
As this is not a real “green” energy generator it is 
necessary to explain why this generator has been 
chosen for the study. Normally there are two 
possible connections for a generator to the network 
grid: one is its “direct” connection – if the generated 
voltage and frequency match with those of the grid, 
and the second possible connection is by power 
electronics devices, when they do not match 
directly. The power electronic devices are “smart” 
devices – they have a control loop that is very fast 
and does not allow high currents. When a direct 
connection is used the high fault currents are 
allowed.  That is the case when induction or 
synchronous generators are considered. The first 
ones are rapidly demagnetized by the voltage drop 
and not really able to provide a really high 
contribution to the permanent fault. Synchronous 
generators are more independent since they have 
their own excitation like permanent magnets or 
excitation circuit. That makes this type of generators 
the most “dangerous” in terms of fault current 
contribution and so the most suitable if one wants to 
study the DG effect on the fault location. 
Synchronous generators directly connected to the 
distribution grid are mostly hydro turbines. Their 
behaviour is similar to that of a diesel generator, but 
the last is more rapid in terms of reaction. So that 
kind of generator is chosen for the representation of 
the worst case of reaction to a fault. Here next is 
shown a simplified scheme of the used generator: 

Fig.3. Diesel Generator 
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The excitation block is an IEEE standard Type 1 
excitation, which description can be found in [6]. 
The Diesel engine model is developed and validated 
according to [6, 7, and 8]. The machine has 10% 
speed droop, and 400V out. The grid connection 
power transformer is Wye-Delta coupled.  

Program supply 

The program supply is important since the fault 
location is found by consecutive sum of the 
conductor’s active and reactive impedance. The 
program supply has been developed in our 
laboratory for various distribution network studies 
[9]. It has three main blocks that react mutually. 
These are:

Network description extraction – the 
topology of the grid and the parameters 
of the different conductors are read and 
stored in a dedicated data base 

Network course block – used for the 
fault locating algorithms test or for 
generation of useful data needed by other 
applications

Visualization block – used for the 
network representation and fault location 
shift on a map. 

The whole algorithm has been developed on 
MATLAB, [10], and a part of it translated in C-code 
for the purposes of the European project CRISP 
[11]. 

Here next the studied network is presented as rebuilt 
by the program: 

100 200 300 400 500 600 700 800 900

-800

-700

-600

-500

-400

-300

-200

Fig.4. Studied network as seen in Matlab environment   

During the network course the elements seen to 
be safe are coloured in cyan and those supposed to 
be faulted in red.  

DG impact on fault location 

In this section the simulation study is described. 
As mentioned before there are some study cases that 
represent the most usual situations. In order to 
achieve a better explanation the theoretical basis for 
this study are going to be presented bellow. On the 
next figure a three phase fault for a simplified 
network with DG is shown: 

Fig.5. Theoretical situation for a three phase fault on network 
with DG

The length X of the common part for the main 
generator and the DG network is variable with the 
fault distance. For a three phase fault the KVL 
equations are: 

(2)

0
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Rearranging the equation with respect to X 
yields:  
(3)
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meaning that a measurement of the fault current 
on the substation should be sufficient to find the 
fault location. However for the purposes of this 
study the formula is to be used as is (1), without 
taking into account the DG contribution.  

For a double phase to phase fault, considering 
the phase to phase voltages, the fault distance is the 
following:
(4)

MSMSDGDGDGMSMSMSDG

MSMSMSMSMSDGDGDG

UILZdtrZdLZdtrZdU
ILZdtrZdULZdtrZd

Zdcomm
X

._._2
._2._.

.
1

Since for phase-to-phase faults the fault currents 
are not totally identical, a mean absolute value has 
been taken for the fault distance calculation. Once 
again it should be noticed that the fault location is 
going to be found by applying the original formula 
in order to evaluate the DG’s impact. 

X
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Fault simulations and locating results 

As it was said the simulation study is to be 
carried on following three main criteria: 

The fault position in respect to the 
generators

The short circuit power of the DG 

The DG distribution over the network 

Practically the simulations were performed in the 
following manners: 

1. Fixed generator - various fault 
positions, (DG on p.6) 

2. Fixed generator – various fault 
positions and DG powers 

3. Two generators fixed –p.6 and p.3 -  
(sum power equal to maximal 
simulated) -  various fault positions 

Let us recall that the inserted generator has an 
apparent power of 0.4MVA and the total load on the 
feeder is 7MVA. 

Three phase faults 

Table 2 presents the results obtained for the first 
case study: 

TABLE 2 
Fault location results with 1DG  

On the next figure the computational error is shown: 

Fault Locating Errors with 1DG
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Fig.6. Fault Location Error 

where the error is calculated as: 

(5) 100.
real

realcalculated

D
DD

As it could be seen the error in fault location is 
relatively small. The error is increased after the 15-
th km, when the DG has a common path with the 
main source. The DG provides some fault current 
that decreases that of the main source. The 
computed fault distance is thus increased. For a 
better illustration the errors when there is no DG in 
the network being rural or urban, are shown on the 
next figure:

Fault Locating Error comparison with and without DG
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Fig.7. Fault location error comparison 

The computed distance error is reduced due to the 
DG. Its influence is stronger with the shared 
network path. The “correction” is in the range of 
2%. However this situation changes when the DG 
short-circuit power is bigger. On the next figure the 
results for different DG powers are shown. The DG 
power was increased by connecting other DG of the 
same size to the same connection point 6. For this 
type of connection is more realistic than a greater 
source, the “green” generators are not supposed to 
be small units [12]: 

Computation errors for urban network vs DG Power
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Fig.8. DG Power influence for urban network 

Each added DG increases the calculated fault 
distance after the 15-th km.  The locating error is 
smaller when 2DG are connected but when they 
double the error is increased to positive and for the 
30km the obtained distance is greater than that of 
the network and no solution is found. Four DGs is 
the worst situation for the presented fault locating 
results, which remain however acceptable, with the 
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error of 3-5% maximum. Such a DG connection is 
very rare, to say not realistic at the moment, the 
generated power is too much for the network. On 
the next figure the results for a rural type of network 
are shown: 

Computation errors for rural network vs DG Power
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Fig.9. Error for a rural type of network 

The results here are more pessimistic.  The 
maximum error without DG is 4.3% while it is 
about 3% for the urban grid. The difference is result 
of the smaller cable reactance which increases the 
fault current and so the load effect of the 
bifurcations upstream to the fault position is thus 
reduced in urban network. The DG decrease the 
error, however on the 20km fault point that is next 
to the DG the influence is negative. 

The case of two generators connected on two 
different points shows the influence of their 
distribution over the network for the same fault. The 
next figure illustrates this phenomenon: 

DG distribution influence, 2x2 DG
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Fig.10. DG dispersion influence 

Obviously the error is depending on the network 
type urban or rural. As it could be seen the DG 
dispersion on the network increases the error, due to 
the fact that they stand on the two ends of the 
network and deliver fault current for nearly all fault 
positions. But downstream the second DG group the 
error is greater than it is for one DG group of equal 
power connected on the same place. That is due to  

the longer path shared by the first DG group and the 
main source which induces a smaller fault current 
from the last. So the worst place for fault location 
remains the 30km where the two DG groups deliver 
both fault currents.  

Double phase-to-phase faults

The same studies were performed for double 
faults. On the next figure results for the first case 
study are shown: 

Errors for double A-B phase fault
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Fig.11. Errors in fault distance computation for double fault 

The computed distance decreases with the fault 
distance. The range is the same as previously for the 
three phase faults. The point of 15 km is special for 
there is a DG connected. As previously, the DG 
fault current maintains the error in proximity of the 
fault but its influence is limited 10 km downstream. 
The DG power increase has an influence on fault 
location in urban network as follows: 

Computation errors for phase to phase faults for urban 
network vs DG Power
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Fig.12. Results for urban network 

The effect is greater for a double phase fault. It 
modifies the results even before the connection 
point, where DG and main source have no shared 
path. That is because they remain “connected” by 
the third safe phase. Its current induces some 
voltage on the two faulted phases. The DG insertion 
increases this voltage. Next are the results for a rural 
network:
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Computation errors for phase to phase faults for rural 
network vs DG Power
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Fig.13. Results for rural network 

As previously mentioned the error is greater but 
the tendencies remain the same. 

The influence of the DG distribution on the fault 
location is visualized on the next figure: 

DG distribution influence, phase to 
phase fault, 2x2 DG
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Fig.14. DG dispersion influence 

The fault location results are similar to those 
obtained for three phase faults. The DG distribution 
increases the error. This effect is reduced when the 
fault is too far from the DG but their influence 
remains important.  

Conclusion

In this paper results for fault location of phase to 
phase or three phase faults in distribution network 
containing Distributed Generators are presented. A 
method based on one end data has been applied. The 
DG influence is depicted and commented. It is 
relatively small but not negligible. The DG 
distribution over the network increases the fault 
location error, since this implements a greater 
network path to be shared with the main source. 
Reducing their effect seems to be possible by 
connecting them on one point, which is preferably 
to be at the feeder, or they should have a dedicated 
feeder. The network type, urban or rural, impact is 
also studied and shows better results for smaller 
cable impedances which induce a greater fault 
current and so reduce the load effect. 
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Models of Transient Processes during Operation and  
Faults in Autonomous Energy Systems 

Lyubomir V.Dimitrov and Stefka G. Kanturska 

bstract: The present paper discusses some possibilities 
of simulating transient processes in vessel electric energy 
systems.. The results allow choice and adjustment of 
commutation system and protection circuits of such 
equipment. Cases related to system parameters change 
are also presented. Further, capabilities to detect and 
classify vessel electric energy systems failures using 
adequately suited models and digital fault recorders are 
given. (DFR)

Keywords: Transient Processes, Models, Fault

Introduction
 The transient processes (TP) in an electric system are 

related to sudden changes in either its topology or 
parameters.  

      The reasons causing transient processes can be 
various: short circuits in a section, various switchings, 
like that of powerful consumers, etc. All these 
phenomena can be viewed as faults and disturbances 
appearing in system operation and are subjected to 
detection and classification. The failure should not only 
be identified, but also located as well as disturbance 
influence evaluated. Hence the question whether the 
existing methods of fault detection and diagnose in 
electric devices machines in particular [ 2] are applicable 
in this case as well. The present study deals with fault 
detection and diagnose by means of models. This method 
establishes actual state of devices by comparing real basic 
parameter values to corresponding computational model 
ones. An energy system is a complex structure and its 
wholesome model creation is a complex task on its own. 
On the other hand, contemporary devices exist [3], 
capable of recording (DFR) and analyzing transient 
processes. This allows in the event of fault, its type and 
location to be identified, with suitable protection and its 
actuation inclusive. Diagnostic reliability depends 
therefore, on the accuracy of transient process simulation 
in model. 

The aim of this work is to present a method for 
automated fault and/or disturbance detection and 
classification in an independent electric energy system of   
limited power and simplified structure. 

Algorithms 
Fig.1 shows a Among the most important units in the 

system are the following:  system model elements used; 
protection equipment (circuit breakers, relays) transient 
processes simulation and analysis tools. 

These processes can be recorded using different 
recorders [3]. In this case, the use of a digital fault 

recorder is considered, with transient processes digitally 
filed, whereupon they will be further processed and 
compared to the basic simulation data parameters.  

    The methods used for data processing are: modern 
digital signal processing, expert systems, fuzzy logic, 
neural networks) Analysis results can be used for: 

· Equipment operation assessment; 
· Real device and model device testing; 
· Model system elements check up, single events 

and system operation testing; 
· Protection relays choice parameter tests and 

evaluation in real fault events.  

Experimental Results 
A ship electric energy system  supplied by 3 diesel 

generators of 630 kVA each, U   = 400V, f = 50 Hz  was 
used for the aims of the present study.  The transient 
processes were simulated using MATLAB.  

The model studied is diagrammatically presented in 
Fig. 2 Transient processes occurring in a short circuit 
fault section located near the main switchboard and 
consecutive disturbances of grid voltage following a 
powerful induction motor connection were studied. 

Two possible arrangements were studied: with one 
generator operating single, and with two generators 
operating in parallel. Notwithstanding the causes 
generating the short circuit, these faults are always related 
to voltage and current variations in the system. These 

Fig.1. Block Diagram of the Fault Identification System
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value variations can be analyzed and the results obtained 
can be used in fault detection, its location and 
identification.Fig.3 illustrates the short circuit 
oscillogram of a single operating synchronous generator 
and Fig. 4- Transient voltage drop.  Fig. 5 - shows 
voltage grid disturbances due to Induction motor (rated 

350kW) starting. The excessive voltage drop necessitates 
the input of another synchronous generator of the same 
rating. The voltage changes in result are illustrated in 
Fig.6 . The values above can be directly digitally filed for 
future reference and comparison with the corresponding 
DFR recorded values. During the transient process 
(100ms) current peak value is 14.kA, while grid voltage 
change in above cases is 20 %.   and 10 % respectively.  

Figs. 7 and 8 shows transient process development in 
the system with two synchronous generators operating in 
parallel and an incoming induction generator with a 
resulting short circuit fault due to the new consumer 
entering the system.  The short circuit tripping is within 
the 50 ms time limits. 

Fig.5.Voltage sag with one Generator

Fig.2. The Simulation Model of Autonomous Energy Systems

Fig.3 Short circuit current 

Fig.4. Transient voltage drop 



434

Conclusion
Transient processes are still manually analyzed, which 

requires expertise and experience. The method offered 
eliminates human touch and transient processes can be 
automatically analyzed with greater efficiency. The cases 
studied use a basic and simplified ship electric power 
station. However, the obtained results show that this 

model is applicable with complex systems as well. This 
method will undoubtedly simplify problem assessment 
and  assist protective equipment timely adjustment and 
system maintenance and servicing. 
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Development of micro heat spreaders integrated in 3-dimensional 
stacked electronic packages 

Nataliya Popova, Christian Schaeffer, Claude Sarno, Serge Parbaud, Georges Kapelski 

Abstract: The continuing demand for smaller and lighter 
electronic devices requires minimum size, volume and 
weight. Today the concept of stacking up packages seems 
to be gaining popularity as an alternative for the 
electronic packaging. The 3-dimensional (3D) assembly 
methods bring along several challenges in the assembly 
process. The encapsulation approaches authorize broad 
applications thanks to more flexible vertical 
interconnections between the layers. The goal of this 
work is to develop and validate a design of a multilayer 
3D package, able to dissipate 50 W, and to integrate heat 
exchangers (heat pipes) in each layer in order to 
evacuate the required total power. The potential 
applications are envisioned in avionics, space and radar 
sectors.
Keywords: Thermal management, heat pipes,  
3D packaging 

Introduction

 The concept of three-dimensional electronics (3D) is 
very attractive for the packaging technologies, in 
particular for high-performance and high-density 
packages. The XY plane contains most circuitry and the 
Z plane has the routing. Surface mounting technology 
allows more space for the routing and possibilities to 
preserve the high-density circuitry. The 3D packages, 
obtained by stacking of electronic substrates, ensure 
better performances of all the system. The main 
constraint generated by these developments is the thermal 
management of the entire module. An adequate cooling 
technique has to be added. We proposed to use integrated 
passive cooling systems (micro heat pipes) to cool the 
stacked substrates and to transfer the heat to an external 
cold source. 

Methodology 

A. Spécifications du système  

The studied system, part of the European project 
Microcooling, is a 3D module developed from the 
stacking of three electronic layers. Figure 1 depicts a 
sketch of such structure. The module contains a metallic 
frame, a clamping system (to apply compressive efforts 

on the interconnection systems), a metallic casing and 
electronic layers. Two sides of each layer are used as heat 
spreaders, the other two sides being reserved for the 
interconnection systems between the layers (Figure 2) 
and from the casing to the supporting PCB (printed 
circuit board). The stacked assembly must be able to 
dissipate 50 W. The dimensions of the total package are 
55 x 55 x 12 mm3.

Figure 1: Three layered stacked module 

Customised Routing PCB 

Interconnections 

Thermal path 

Figure 2: Interconnections representation between the layers 

B. Results and works in progress

A first thermal study, based on simulations and validated 
experimentally was undertaken. The objective of this 
work was to study the influence and the relative 

I/O

LAYER 1 

LAYER 2

CASING OF THE DEMONSTRATOR

LAYER 3
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contributions of the thermal resistances on the thermal 
performances of the module.  
Experimentally we have tested two prototypes with 
different sources of heat dissipation - one aluminium 
mock-up and one copper mock-up (Figure 3). 

Figure 3: Test bench

The objective of the testing of the both prototypes was to 
measure various points of temperature of the architecture, 
to be able to evaluate the thermal contact and substrate 
resistances, the convective exchanges and with these data 
to model the thermal behaviour of the module. The first 
results showed that the contact thermal resistances affect 
significantly the thermal response of the stacked 3D 
module. Several layers of additional interfaces (thermal 
dissipative materials, silicone thermal grease) were used 
to improve the thermal behaviour of the prototypes and to 
reduce the contact thermal resistances. We have found 
experimentally using various thermocouples the values of 
the thermal contact resistances between the different 
interfaces. 
We have modelled the 3D module with the software 
Flotherm specialized for thermal simulations. The studied 
package is presented on Figure 4. Each layer contains 6 
components.  

Figure 4: Design of the simulated 3D modular package

At the lower face of the module we apply a convective 
exchange coefficient equal to 400 W/m2K which 
corresponds to forced water cold source (values taken 
from the experimental bench). The power input is of 50 
W for the whole module (17 W per layer). 

On the Figure 5 we present the temperature distribution 
inside the studied module. We have modelled the system 
at the beginning without taking into account the contact 
thermal resistances. We have considered that the thermal 
interfaces were perfect – Figure 5a). We made a section 
along the height of the electronic package to observe the 
temperature profile through all the layers Figure 5b). For 
the next simulations we have added the values of the 
thermal contact resistances measured experimentally 
between all the interfaces – Figures 5c) and 5d). 

A

B a).

b). 

c).
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Figure 5: a). Temperature distribution inside the module - 
perfect interactions between the interfaces b). Temperature 
profile (without contact resistances) c). Temperature 
distribution inside the module – real thermal interactions 
between the interfaces d). Temperature profile (with contact 
resistances)

For the same injected power we have more than 20 °C of 
temperature difference when the thermal contact 
resistances are taken into account. The test and simulation 
results showed that the interlayer thermal interactions 
affect significantly the thermal behaviour of the system. 
We proposed a better adapted configuration which can 
allow removing some of the contact resistances and in the 
same time to improve the effective thermal conductivity 
of the substrate (by integrating micro heat pipes). It 
consists to combine two electronic layers and to make 
only one of them (Figure 6). It will allow us also to have 
double thickness substrate where it will be easier to 
integrate a micro heat pipe. The principle of the heat 
pipes is presented on Figure 7. The heat pipes are heat 
exchangers allowing the passive circulation of the coolant 
thanks to a phase shift and capillary wick. They consist of 
an evacuated hermetically sealed enclosure with three 
distinct regions: an evaporator, a condenser, and an 
adiabatic region separating these two regions. The heat is 
transported from one place to another without using of 
pump or another mechanical device in both radial and 
axial directions. [1] [2] [3] 

Figure 6: Alternative configuration

Figure 7: Heat pipe principle 
Thermal simulations were undertaken to validate the 
benefit of the alternative configuration. They showed that 
the total thermal resistance could be decreased with about 
34 % using the double sided configuration with integrated 
heat pipes against passive aluminium substrates. 

D. Experimental part 

A first prototype (double sided H-structure with 
integrated µheat pipe) was manufactured to study the 
principle heat pipe and to validate the simulations results. 
The realization of a prototype includes several stages:  
- Manufacturing of the frame of the heat pipe; 
- Deposition of the wick structure (in our case – sintered 
copper powder); 
- Oxidation of the wick; 
- Assembling; 
- Making vacuum inside the prototype; 
- Injecting of a precise quantity of working fluid; 
- Testing; 

The studied prototype consists of two copper parts which 
form the whole frame of the prototype. The wick 
structure, which is the driving force of the heat pipe, 
consists of a copper sintered powder with diameter of 80 
- 100 µm. Three layers of copper spheres were sintered 
under 1000 °C on the interior walls of the prototype 
(Figure 8). The porosity of the used copper powder is 
about 35 %.  It enables large capillary pumping pressure 
but large pressure drops can occur in the liquid-flow 
passage.  
The wetting of the copper is not very good, so in order to 
improve it and to increase the damping of the fluid on the 
spheres, the wick structure was oxidized (Figure 9). The 
prototype was being degreased under rather severe 
conditions and afterwards a thin layer of CuO was 
deposited (2-3 µm). 

Adiabatic section Condenser
Evaporator 
(Heat Source) 

Liquid Vapour
Capillary wick
structure 

d). 
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Figure 8: Copper spheres after sintering 

Figure 9: Oxidized sintered copper powder  

Once the prototype was oxidized, it was hermetically 
assembled. The next stages to be made before testing the 
prototype were to make vacuum inside the heat pipe 
(vacuum pump) and to inject into it a precise quantity of 
the purest possible water. The water was chosen as a 
working fluid because it is appropriate when the working 
temperatures are between 30 and 100 °C and it is 
compatible with the copper. [4] [5] [6] 
The experimental setup is represented below (Figure 10). 
Heat source consists of a thermal silicone resistance 
glued on the substrate. Different powers were applied to 
study the variation of the thermal resistances. A 
thermocouple was fixed into a groove under the heat 
source to show the temperature of the chip without taking 
into account the thermal contact resistance of the glue. 
The prototype is cooled by a cold plate with forced 
circulation of water at a given temperature. [7] 

Figure 10: Experimental setup 

A first test was the study of an empty heat pipe. In this 
case the heat transfer between the heat source and the 
cold source consists of only conduction through the 
prototype’s walls. Infrared thermal images give the 
temperature distribution on the heat pipe. An equivalent 
thermal resistance was calculated for this first test equal 
to 1, 65 °C/W. 
The same test was made with a copper substrate with the 
same dimensions. It allows comparing later the plane 
copper substrate and the functioning heat pipe. The 
thermal resistance in this case is 0, 95 °C. 
Then the same test was made with the heat pipe filled 
with 500 µl of pure water. The temperature decreases 
with about 15 °C for the same injected power. The 
temperature distribution from the heat source to the cold 
source for the both cases (functioning heat pipe and 
copper) is presented on Figure 11.  

Temperature  distribution from the  chip to cold 
source

0
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T,
 °C

Heat Pipe
Copper substrate

Figure 11:  Comparison between a plane copper substrate and 
a functioning heat pipe for the same injected power (15 W) 

The first results were encouraging and new prototypes are 
currently developed. Our objective is to study the wick 
structure influence on the effective work of the heat 
pipes, keeping the same external dimensions. The new 
prototypes are conceived with slightly different 
dimensions of the capillary wick structure, with different 
diameters of the copper spheres and with different 
oxidation processes. 
New tests are envisaged which will take into account the 
angle of inclination of the heat pipes, in the objective to 
study their operation against gravity, as well as the 
different positions of the heat sources on the prototypes. 

Conclusions 

First results of experimental and modelling studies of 
stacked 3D module with integrated micro heat pipe were 
presented. A copper heat pipe with sintered powder wick 
structure was tested and compared with plane copper 
substrate. The experimentations showed an improvement 
of the thermal performance of the system using heat pipe 

Water

Thermocouple
Cold
source

Heat
source
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against simple metallic substrates. This first work proves 
the interest of using heat pipes in the domain of power 
electronics. 

Acknowledgements 

The authors would like to thank Bruno Mallet for his help 
and support in making this work possible. His 
participation and ideas in the elaboration of the test setup 
were much appreciated. 

References 
[1] Faghri Amir – “Heat pipe science and technology”, 1995. 
[2] Chi S.W. – “Heat Pipe Theory and Practice”, 1976. 
[3] Dunn P.D., Reay D.A. – “Heat Pipes”, 1994. 
[4] Alexander E.G.Jr. – “Structure property relationships in 

heat pipe wicking materials”, 1972. 
[5] Avenas Yvan – “Etude et realisation de caloducs plats 

miniatures pour l’intégration en électronique de 
puissance”, 2002. 

[6] M. Ivanova, Y. Avenas, O. Karim, G. Kapelski, C. 
Schaeffer, “Application of sintered metal powder in power 
electronics cooling”, 8th THERMINIC Workshop, 1-4 
October 2002, Madrid. 

[7] Y. Avenas, M. Ivanova, N. Popova, C. Schaeffer, 
“Thermal analysis of thermal spreaders used in power 
electronics cooling”. 

Nataliya Popova – Ph D student, Laboratoire 
d'Electrotechnique de Grenoble, ENSIEG, Institut 
National Polytechnique de Grenoble – BP46 – 38402 
SMH Cedex, France 
e-mail: nataliya.popova@leg.ensieg.inpg.fr 
Christian Schaeffer – Professor, Laboratoire 
d'Electrotechnique de Grenoble, ENSIEG Institut 
National Polytechnique de Grenoble – BP46 – 38402 
SMH Cedex, France 
Claude Sarno – Project coordinator, Thales Avionics 25, 
Rue Jules Védrines 26027 VALENCE CEDEX – France 
Serge Parbaud – Packaging ingenier, Thales Avionics 
25, Rue Jules Védrines 26027 VALENCE CEDEX – 
France
Georges Kapelski – Professor, Laboratoire de Génie 
Physique et Mécanique des Matériaux INPG, ENSPG,  
BP 46  38402 SMH France



ELMA 2005 Sofia, 15-16 September 2005 

440

Modelling and analysis of three-phase boost rectifier bidirectional 

converters in open loop 

Jenica Ileana CORC U

Abstract: In this paper is presents modelling and analysis 
of three-phase boost rectifier bidirectional converters 

switch based PWM converters, which include three-phase 

ac/dc boost rectifiers and a dc/ac voltage source 
inverters. Both boost rectifier and voltage source inverter 

are usually classified as bidirectional current converter s 

because they share the same switching cells that are 
current bidirectional. In this paper the small-signal 

models of the three-phase boost rectifier bidirectional 

converters are developed. In this paper, the average 
large-signal model and the small-signal models of three-

phase bidirectional current converter s are developed. 

The average model for a three-phase bidirectional 
current converter is based on phase-to-phase (or line-to-

line) averaging, which intentionally neglects common-

mode components. After the phase-leg averaging, the 
average model of a three-phase bidirectional current 

converter can be easily obtained by connecting three 

averaged phases’ legs. The plots of the transfer functions 
were obtained using software Matlab/Simulink. 

1. Three-phase boost rectifier modelling 

The boost rectifier provides three-phase-to-dc power 

conversion from the synchronous generator to the dc 

distribution bus. The rectifier operates with unity power 

factor and draws sinusoidal current from the three-phase 

source. When the output current reverses its direction the 

boost rectifier reverses the power flow through it and 

operates as a voltage source inverter.  

 Both boost rectifier and voltage source inverter 

are classified as bidirectional current converters because 

they share the same switching cells that are current 

bidirectional. The switching cells either inherent have 

anti-parallel diodes, for example, MOSFETs and IGBTs, 

or have external anti-parallel diodes, for example, GTOs 

with anti-parallel diodes.  

The symbolic representation and its voltage and 

current operational states are shown in figure 1 [3]. 

v

v

off

on i

i

S

+

-

Figure 1. a. Symbolic representation; b. Voltage and 

current operational states 

A three-phase boost rectifier is shown in figure 2. To 

simplify the discussions, the load for rectifier is resistive. 

In this paper, the average large-signal model and the 

small-signal models of three-phase bidirectional current 

converters are developed. 

The average model for a three-phase bidirectional 

current converter is based on phase-to-phase (or line-to-

line) averaging, which intentionally neglects common-

mode components. After the phase-leg averaging, the 

average model of a three-phase bidirectional current 

converter can be easily obtained by connecting three 

averaged phases’ legs. 
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In the current-bidirectional switch based converters, a 

generic switching unit, called a phase leg, is presented in 

figure 3. The phase leg is composed of two switching 

cells, and has a voltage source (or a capacitor) on one 

side and a current source (or an inductor) on the other. 

These features make the phase leg a generic switching 

unit. 

2. Average model of a boost rectifier 

After averaging the phase leg, the average model of a 

three-phase boost rectifier can be readily obtained by 

connecting three averaged phase legs, as shown figure 4. 

The state-space equations of the boost rectifier are [2]:  
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In order to obtain a dc steady-state operating point so, 

as to linearize the system to design controllers, the model 

in the stationary coordinates is usually transformed into 

rotating coordinates. 

The transformation matrix is 
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where  is chosen as same frequency as the ac line 

frequency in (3). 

The variables in the stationary coordinates abcX  can 

be transformed into the rotating coordinates dqzX  using 
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Applying (5) to (1) and (2), can be obtain the average 

model of a boost rectifier in the rotating coordinates:  
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for the single converter operation, the z channel 

equations dropped from the model. 

The average model of the boost rectifier in the state-

space becomes 
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The average model of the boost rectifier in dq 

coordinates is presents in figure 5. 
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3. Small-signal model of the boost rectifier. 
Transfer functions of boost rectifier 

To obtain the small-signal model of the three-phase 

boost rectifier, a steady state operating point is obtained 

first:
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where LR,  and mV  (given as in (3)) are given, 

qdc IV , are controlled to their reference values. 

,dI ,qD dD  are calculated based on the given values 

and the control objectives. The reference signal for the q 

channel is set to zero since the input currents should be in 

phase with the input voltages. 

Assuming that the input voltage source are ideal, then 
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The small-signal model of boost rectifier is 
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The parameters of boost rectifier are: 

V,2120mV rad/sec,4002 V,400dcV

,150 kWP ,/ 0

2 PVR dc ,200 HL

.100 FC

The plots of the following transfer functions were 

obtained using software Matlab. 

Figures 6 and 7 shows transfer functions of the open-

loop controls to output currents.  
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Figure 8 and figure 9 shown that the z- channel is 

decoupled from d and q channels  

Using software Matlab can be obtained transfer 

functions. The symbolic expressions for the transfer 

functions qq di
~~

 have general form: 
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where * denotes a complex conjugate. 
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The resonant frequency of the double pole pp  and 

*

pp is exactly the same as the rotating frequency in 

transformation (3). To design a compensator, one has to 

examine the open-loop control output transfer functions. 

Conclusions 

This paper presents modelling and analysis of three-

phase boost rectifier bidirectional converters using 

software Matlab/Simulink. The small-signal model of a 

three-phase boost rectifier is developed. The transfer 

functions of the open-loop controls to output currents are 

presented. To design a compensator, one has to examine 

the open-loop control-to-output transfer functions. 
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A Study About Power Transfer In Buck PWM
AC Regulators 

Liliana Miron, Mihai Miron, Ioan Matlac and Cristian Constantinescu  

Abstract: This paper is focused on predicting the power 
transfer in Buck PWM AC regulators. The commutation 
process is studied and the article presents a method to 
establish the mathematically model of the power transfer.
The circuit simulation and results prediction were 
carried out using specific computational tools such 
Mathcad. It is wanted that , is the ratio between 
apparent voltamps of load and supplying source, will 
become un unity ratio.

Keywords: buck pwm ac-ac regulator, steady-state 
values, power transfer

Introduction
AC regulators (AC-AC converters) are used to obtain 

variable ac voltage from a fixed   ac source. Thyristor 
power controllers are commonly used in industrial 
practice. Thyristor phase control has major disadvantages 
like: generation of high harmonics in the source current, 
generation of sub harmonics at integral control and a 
displacement power at phase angle. One methods to 
eliminate these unfavorable properties are a PWM or 
APWM AC line power control. The power circuit [1] of 
PWM Buck regulator is shown in fig.1. 

Control modes of load current and voltage 
When control signal is applied to the AC converter 
switches, a PWM output voltage appears. To determine 
the power transfer in AC-AC converters we use the 
Mathcad functions for a number of harmonics that 
rehabilitate the load and source waveforms. The power 
regulation can be made with phase angle control for one 
constant duty factor [2], fig. 2. 

Besides, the load power can be control with duty 
factor variation for constant phase angle, fig.3. 

Fig.1. PWM Buck regulator. 
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Fig. 2. The load waveforms for duty factor =0.4 and 
different phase angles:  

1)  = 6o; 2)  = 10o; 3)  = 16o; 4)  = 40o.
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For load it is necessary sinusoidal waveforms. To 
obtain sinusoidal load current waveforms it assumed 50 
pulses in one half period. The switching frequency is 
5kHz. This value performs the relationship between R, C 
from fig.1. and  fswitching.

(1) 
switchingf

RC 1

Mathematical determination 
Because the load current and the load voltage are not 

sinusoidal, to estimate the power transfer it’s necessary to 
determine the load current and voltage Fourier 
coefficients for 100 harmonics. The steady state for 
power transfer and the Fourier coefficients are studied. 
The MathCad functions for wave forms and power 
transfer is made with a data base of phase angles and duty 
factor values. 
Data base contains: L=0.05H; C=10-5F and 

deg

35
30
16
14
12
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8
6

     
9,0
8,0
7,0
6,0
5,0
4,0
3,0
2,0
1,0

The load resistance values are calculated with 

(2) 
C

tgR

Fourier coefficients are: 

(3) 
1

0 )cos()( ukk tkUUtu

(4)  
1

0 )cos()( ikk tkIIti

(5)  
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kef UU 2

(6)  
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kef II 2
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uk
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arctg

CSU 22

(8)  

ik
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ikikk

C
S

arctg

CSI 22

MathCad relationship for Fourier coefficients are[3]: 

where “Uc” are the turn on and turn off angles values. 
Function “fct1” can be the load current expression, the 
source current or load and source voltage expressions in 
turn on time. Function “fct2” is the turn off expression of 
current and voltage of different electrical quantities. 

The rehabilitated load wave forms, with (9), denotes 
the uprightness of Fourier coefficients calculus.  

(9)
lastM

k

ii
k

i
k MMtkMSr

1
0

1 )sin(2

where “M” is coefficients Fourier matrix and M0 is 
continuous component: 

Table 1

The coefficients Fourier matrix 

The matrix have submatrixes with : 
Column i = harmonics amplitudes corresponding to 
each signal; 
Column i+1 = phase angle corresponding to each 
signal; 

It wants to achieve the power balance. It must 
calculate the active power, P, reactive power, Q, apparent 
power, S. Between these, relation (10) is verified.  

(10) 222 QPSD
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The ratio (11)  

(11) 
powersource

powerload

is calculated with: 

Part of matrix with power transfer values in table 2 is 
presented. “T” is matrix with power values for all phase 
angle and all duty factor.  

The power values are obtained for 220V a.c. input 
voltage. 
Matrix columns in Table 2 are representing:  

1. column1-duty factors;  
2. column2-phase angles; 
3. column 3-ratio .

It perceives that the ratio  is nearly 1. 
In fig. 4. power transfer surface is presented. 
To achieve the equivalent circuit, it necessary to 
determine one function, being a polynomial regression. 

Table 2

The power transfer matrix 

Duty factor and phase angle are the variables of this 
function. The relation (12) is the expression of function. 

(12) 
n

i

m

j

j
j

i bp
1 1

),(

Fig. 5. shows the approximation of power transfer with 
the function deriving from (12). 
                               

The errors between power from matrix of table 2 and 
polynomial regression are smaller from 1%, like it sees in 
fig.6. 

It wants to establish an approximation for power 
consumption with multiple polynomial regression. 
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Fig. 3. The load waveforms for duty factor  = 30o and the 
phase angles  =0.8. 

Fig. 4. Power surface for all duty factor and phase angles 
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In fig.7. apparent power diagram is presented. 

In fig.8. power surface is presented. 

The error between power values and power 
polynomial regression is in fig.9. To determine power 
transfer in Buck AC PWM regulator the steady-state 
switching process must be studied. 

Power transfer can be controlled with variable phase 
angle values, like in fig. 2 and 3, or with variable duty 
factor, like in fig.4. 
Power transfer polynomial regression is a function of 
phase angle and duty factor. The error values are small, 
so the approximation is useful in regulator modeling. 

List of used symbols: 
 - phase angle 
 - duty factor 
  - ratio between load power and source power. 
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Active Power Sharing and
Frequency Restoration in Parallel Operated Inverters  

Koray ener Parlak, Mehmet Timur Aydemir, Mehmet Özdemir 

Abstract: The network structure of parallel operating 
inverters has been investigated in this paper.  The active 
power demand of the whole structure is shared between 
the units in the network proportionally with their rated 
power values. As there is no communication between the 
units, problems that may arise due to disturbances, 
constraints related to the placement of the load and 
inverters have to be solved by the individual units. 
Parallel operation increases the established power value 
of the system. It also increases the reliability of the power 
system as the rest of the system keeps operating and 
providing power even when one of the units has a fault.  

Key Words: Parallel operation, inverters, load-sharing, 
load-frequency droop, frequency restoration.

Introduction
Power quality and uninterrupted power flow have 

become one of the most important issues of today, 
especially for critical loads. Uninterrupted Power 
Supplies (UPS) have been in use for a long time for this 
purpose. Increasing the capacity of the power system and 
providing a continuous power by connecting several 
UPSs in parallel has attracted a lot of interest in recent 
years.  Increased capacity allows the connection of more 
loads to a system. Also, in the case of a fault in one ore 
more units, the rest of the system may keep providing 
power. This results in increased system reliability. 
Operating UPSs with different ratings in parallel, adding 
or removing a unit or a load provide flexibility [1, 2, 3]. 
Figure.1 shows the system structure that can support 
these operations. 

An important challenge arises from the fact that the 
units are not under one roof, but distributed. The control 
of the system under at this condition is difficult. 
Application of different control techniques becomes 
necessary if there is no communication between the units.  

Each parallel operating unit needs to be controlled to 
share the load of the system.  There are various control 
methods that are suggested for this purpose.  

In the “Concentrated Control” method, an 
independent control unit sends synchronization signals to 
each inverter unit. Each unit, then, operates on its own 
output voltage error to regulate its output [4]. In the 
“Master-Slave Control” method, one of the units is 
designated to be “master” and the others become 
“slaves”. The statue of the units may be changed by a 
switch. The master unit controls the voltage, while the 
slaves control the current [5]. In the “Distributed Logic 
Control” method, a sycnhronization signal is synthesized 

by using current and frequency data of each unit. This 
signal is then sent to the UPSs by an independent 
controller to provide synchronization and current control 
[6, 7]. There are other control methods that measure the 
load current, divide this value by the number of the units 
to calculate an average current value, calculate the current 
error by taking the difference between the real unit 
current and the average value, and regulate the output by 
operating on this error. 

Load
Network

Load

Load

UPS

UPS

UPS

Figure.1. Structure of paralel operating UPSs 

The biggest problem of these methods is the 
requirement of a communication line between the units. 
Noise related problems on the communication lines cause 
unreliable operation and create constraints on the 
placement locations of the units. Also, the power ratings 
of the units must be the same. 

Different control methods have been suggested in the 
literature to overcome these problems. System 
information may be distributed to the units over the 
power line at a different frequency at the systems which 
do not have tie-lines between the units [8]. For the 
systems including tie-lines, active power-frequency and 
reactive power-voltage droop characteristics are utilized 
to sense the changes in power demands [9, 10, 11]. In this 
system which is also utilized in synchronous generators 
each unit has its own controller. Each controller uses only 
the output information of the unit it is designated to 
control.  This eliminates the necessity of using a 
communication line between the units. Using droop 
characteristics also allows the parallel connection of 
UPSs with different power ratings. This makes it possible 
to share the total load among the units in proportion with 
their rated values. 
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Parallel operation of UPSs also means parallel 
operation of inverters.  In this paper, Space Vector PWM 
(SVPWM) method is used to share the load to individual 
inverters according to their power ratings. The control 
system brings the inverter output frequency which 
deviates during load sharing, back to its nominal value. 

Load-Frequency Droop Characteristic
The load-frequency droop characteristic technique 

that is used in the automatic control of generators 
connected to a power grid can also be used in parallel 
operation of inverters. By using this technique, total load 
of the system is shared between each unit in proportion 
with their rated values. This characteristic naturally exists 
in synchronous generators. As the power drawn from the 
generator increases, the speed decreases; and as the 
drawn power decreases the speed increases. The same 
concept can be applied to the inverters.  

0

0P
P

i

1P

1

Figure.2. Load-frequency droop characteristic 

Figure.2 shows the frequency deviation in response 
to power variation of the inverter. The variation is 
defined as  
(1)                       )(

1001 PPb                

Where “-b” is the slope of the line, PO is the power at 
the speed o, and P1 is the power at the speed 1. In order 
to share the total load proportionally, following selection 
of the slopes becomes necessary:  
(2)                       nn PbPbPb 0022011 ...             

Where Po1, Po2,…,Pon represent the powers of the unit 
1, unit 2, … unit n. 

Distributed Parallel Connection 
Figure.3 shows one phase of two three-phase inverters 
operating in parallel. There are low-pass LC filters at the 
outputs of the each inverter, and the line connecting the 
two outputs has an inductance of “L”. V1 and V2
represent the filter output voltages. Depending on the 
inverter ratings and load values, there may be a power 
flow through the tie-line between the inverters.

L1

C2

Inverter-2
L2

C2

L

Load-1

Load-2

V1

V2

P1

P2

I1

I2

Itie Ptie

Inverter-1

Figure.3. Connection diagram of distributed inverters operating 
in  parallel. 

The current of the tie-line is expressed as follows: 

(3)                           sin
2

3 21
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VV
P                      

(4)                      )V(V
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V
Q cos

2

3
21

1              

Equation (3) shows that the active power is 
proportional with sin( ).  is the angle between the 
phasors V1 and V2 seen in Figure.4.   

1V

2V

Figure.4. V1 and V2 voltage phasors 

In order to better understand the parallel operation of 
the inverters let us consider the following special case: 
Assume that the rated power of the inverter 1 in Figure.3 
is twice that of the inverter 2. In this case, inverter 1 takes 
over 2/3 of the total load, while 1/3 is taken over by 
inverter 2. If at any moment the load that is near by 
inverter increases, inverter 2 meets this increase with a 
corresponding frequency variation determined by its 
load-frequency droop characteristic. This frequency 
change results in an increase in the phase angle between 
the voltage phasors of the inverters, and a power flow 
from inverter 1 to inverter 2. Since the power inverter 1 
supply to the system also increases, its frequency drops 
too. Consequently, inverter 2 starts decreasing the power 
it supplies and its frequency starts increasing again. One 
thing that has to be mentioned here is that the frequency 
does not increase or decrease by itself like it is in 
generators, but has to be controlled. The frequencies of 
the inverters have to be equal eventually. At that moment, 
the phase difference between the V1 and V2 voltage 
phasors and the power flow through the tie-line will reach 
a constant value and the system reaches to steady-state.
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Frequency Restoration 
Frequency restoration with correct power sharing can be 
achieved by shifting the droop characteristic in the 
vertical direction. The shift should be proportional to the 
inverter power rating. The process is depicted in Figure.5. 
The desired frequency restoration is maintained during 
the load sharing process.  

0

'P

P

P
P

Figure.5. Frequency Restoration 

If the locally measured frequency deviation is; 
(5)                          10
then the active power P changes at the following rates for 
each inverter;  

(6)                       *kresP
dt

d

The load-frequency droop and frequency restoration 
methods are shown schematically in control diagram in 
Figure.6.  

kres
0

- -s

1
b

P

-

+ + +

Figure.6. Load-frequency droop and frequency restoration 

Simulations
Figure.7 shows the block diagram of the system 

simulated in MATLAB-SIMULINK: The variable with 
(*) represents the frequency command.  

Following parameters are used in the simulations: 
Lf1 =Lf2 = 1.3mH 
Cf1 =Cf2 = 100 µF 
L = 0.01 H 
b1 = -0.001 Watt / (rad/sn) 
b2 = -0.002 Watt / (rad/sn) 
kres1 = 500 W / rad 
kres2 = 250 W/ rad 
f (rated) = 50 Hz 
Vrms = 220 V 
Switching frequency = 5 kHz 

Load-Frequency Droop
&

Frequency Restoration

SVPWM nverter Load

Reference
Voltage

frequency* Power

Figure.7. Block diagram of the system used in the simulations 

A 64.5  resistor has been used as load for both 
inverters. As can be understand from the droop slopes, 
the rated power of inverter 1 is twice that of inverter 2.  

Initially, both loads draw 2202/64.5 = 750 W, and the 
total load is 1500 W. Inverter 1 supplies 1000 W, and 
inverter 2 supplies the remaining 500 W. This requires 
250 W power flows through the tie-line from inverter 1 
towards inverter 2. At this situation, V1 phasor leads V2.

At the 400 ms instant, the load nearby inverter 1 is 
increased to 1500 W, changing the total load to 2250 W. 
As the load is increased, the frequency of inverter 1 is 
reduced, and this results in a smaller phase angle between 
phasors V1 and V2. This, in turn, reduces the power flow 
through the tie-line. As expected, at the steady state 
inverter 1 should supply 1500 W, and inverter 2 should 
supply the remaining 750 W. These values are equal to 
the loads nearby each inverter, and no power flow occurs 
through the tie-line.  

As mentioned earlier, frequency restoration and load 
sharing are carried out at the same time.  

Figures 8-15 show the, voltage line current, power, 
frequency, tie-line power and tie-line current values of 
the phase “a” of each inverter as well as the power 
through the tie-line 

Figures 8-15 are plotted in 0-6 sec. time tange, 
additionally zoomed in 0-0.8 msec. time range. 
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Figure.8. Voltage of inverter-1 (V1). 
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Figure.9. Voltage of inverter-2 (V2). 

Figure.8 and Figure.9 show the filter output voltages 
of the inverters. It is clear from the figures that the load 
change does not affect the inverter output voltages. 
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Figure.10. Output current of inverter-1 (I1). 
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Figure.11. Output current of inverter-2 (I2). 

Increased power demand from the load increase the 
power and current drawn from the inverters. Figure.10-11 
shows that increase in the load of any inverter causes 
increase current in both inverters. 
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Figure.12. Power supplied by each inverter (P1, P2)

Figure.12 shows the power supplied by each inverter. 
Load sharing between the inverters is as expected 
proportional to the power ratings. 
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Figure.13. Output frequency of each inverter (f1, f2)

Figure.13 shows the inverter frequency variations. 
The loads are initially the same for each inverter. As the 
rated power of inverter 2 is lower, the frequency 
deviation fot this inverter is higher. Frequencies of the 
two inverters are brought to an equal value by the effect 
of load-frequency characteristic. As the load increase at 
400 ms occures near inverter 1, this inverter responds 
first and its frequency drop is higher. Then, the second 
inverter starts to support the load and its frequency also 
drops. After the load sharing transient is over, inverter 
frequencies are restored to the original value. 

Frequency restoration continues along with the load 
sharing period. As seen from Figure.13, it approaches the 
rated value during the transient.  
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Figure.14. Power flow through the tie-line following the 
load increase nearby inverter-2 (Ptie). 

Figure.14 shows the power flow through the tie-line. 
As mentioned before, initial value of the power flowing 
in this line is 250 W. Following the load increase, power 
flow through the line diminishes as both inverters have 
loads equal to their rated values. 
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Figure.15. Current through the tie-line following the load 
increase nearby inverter-2 (Itie).  

As seen from Figure.15, while some current flows 
through the tie-line prior to load increase, after the 
demand increase, due to the load and inverter power 
rating values, the current diminishes at the steady state. 

Conclusion
Load sharing of the distributed inverters operating in 

parallel has been demonstrated for the case where no 
communication exists between the inverters. Inverters 
share the load in proportion with their rated powers and 
deviated frequency is brought back to its nominal value. 
This provides flexibility for the units or loads to be added 
to or removed from the network. Moreover, this structure 
makes it possible to use inverters with different ratings 
together, without overloading them.  

In a network consisting of several UPS units 
controlled properly, it is possible to obtain quality and 
reliable, continuous power independently from the main 
power grid.  
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Uniform approach for analysis of resonant inverters  
with reversed diodes

Nikola Gradinarov, Nikolay Hinov, Tsvetan Marinov

Abstract: This paper obtains an analysis of resonant 
inverters with reversed diodes at R and RL load. The 
basic characteristics of the two possible modes (sub- and 
over resonant) are built. There is also a comparison at 
equal power dissipation between the operating conditions 
of the semiconductors at both modes, and the advantages 
and disadvantages are evaluated.

Keywords: resonant inverter, reversed diodes, induction 
technologies

Introduction
There are known analysis of resonant inverters with 

reversed diodes (RIRD), operating at continuous current 
mode and control frequency respectively greater 
(overresonant) [3, 5, 6, 8] or lower (subresonant) than the 
serial resonant circuit natural frequency [1, 2, 4, 7]. Due 
to the fact, that the full-bridge circuit of RIRD (shown at 
fig.1) has one and the same equivalent circuit in both 
modes, an uniform approach for analysis of the electrical 
processes could be used and proposed. The differences 
between the common expressions for the inverter current 
and the voltage over the commutating capacitor, which 
originate all the other quantities, are due to the opposite 
signs of the initial value of the inverter current.  

S1D1 S2D2

S4D4 S3D3

R L C
UD

+

-

fig.1

The established mode analysis of the processes in 
subresonant frequency operation [1, 2] and expressions 
for the inverter current and commutating capacitor 
voltage, which are obtained from the analysis are:  

(1) 
2

2

0 0

2( ) 1 sin ( )od dk Ui a a e
L

,

(2) 

22

0 0
( ) 2 1

sin ( )

C d od du U k U a a

e

,

where = t,  - control frequency, R=R(1) is the equal 
load resistance, L and C are the equal commutating 
inductance and capacitance, Ud is the DC power supply 

voltage, 2
0

1
LC

 is the resonant frequency of 

the serial resonant circuit, and 
2
R
L

 is its attenuation, 

0
 is frequency coefficient, 

0
 - conduction 

angle, which is normalized to the control frequency, h 
and  represent: 

1

1

1 1ln sin cos
1

1 1 ln sin cos 1
1

k k
k kh

k k
k k

,

1

sin

1 ln sin cos
1 1

a
k k

k k

.

The hesitation coefficient k has the description 

0

1

1

k

e

, and

0

'
1

aarctg
a

,

2

0 0

1' arctg

a a

are the initial phase 

angles of the inverter current and the commutating 

capacitor voltage, and ' , ' . The 

coefficient 1
1 1

11 . 1 .

odk
kh e h

k
characterizes the serial RLC circuit, and it is called RIRD 
hesitation coefficient, operating at subresonant mode. 



454

The average consumed from the power supply current 
Id is determined from: 

2
2

0 00 0

21 1( ) 1 sin ( )od d
d

k UI i d a a e d
L

 and it is 

(3) 

2
2

0 0

4 1

sin ( ) sin ( )

od d

d

k U a a
R

I
F

e

,

where 
2 2

F and arctg .

The average current through the switch Iav is: 
2

2

0 00 0

21 1( ) 1 sin ( )
2 2

od d
av

k UI i d a a e d
L

,

(4)

2
2

0 0

( )

2 1

2

sin sin( )

od d

av

k U a a
L

I
F

e

.

The average current through the diodes Idav is 
determined from: 

(5) 
2
d

dav av
II I

For determination of the load voltage RMS value U 
the input and output active power balance equation for 
the inverter must be used, which has the following 
appearances at different loads: 

2

d d d
UP U I UI
R

- at active load, 

(6) 
2

2cos cosd d d T T
UP U I UI
R

 - at RL 

load,  
where I is the RMS value of the inverter current,  is 

power factor of the RL load. 
Finally the RMS value of the load voltage is: 

d dU U RI - at active load, 

(7) 
1

cos d d
T

U U RI - at RL load,  

where the IdR quantity is substituted by the 
determined from expression (3), which is function of the 
coefficients k and .
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fig.2a Input characteristics of RIRD, operating at subresonant 
mode
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mode

It could be proven, that the analysis of RIRD, 
operating at subresonant mode, whose basic expressions 
(1) to (7) could be used for overresonant mode by using 
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values of the frequency coefficient  peculiar to the 
overresonant mode ( 1) [10]. 

Figures 2a, 2b, 3a and 3b show the input and output 
characteristics at both modes, when the subresonant 
expressions (3) and (7) are used.
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fig.3b Output characteristics of RIRD, operating at 

overresonant mode 
At the next two figures fig.4a and fig.4b these 

characteristics are built, using the overresonant 
expressions [5, 6]. 
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fig. 4a Input characteristics of RIRD, operating at overresonant 

mode

The comparison between the progresses of the 
characteristics proves the rightness of the assertion, that 
the known analysis of RIRD, operating at subresonant 
mode could be used for both operation modes [8, 9, 10]. 

Fig. 5 shows the correspondence between the 
frequency coefficients of both operation modes of RIRD, 
at equal output power. The graph fig. 6 shows the 
dependence of the output voltage of RIRD, when the load 
is purely active, which allows the chosen coefficients k 
and  to be enough for load voltage determination hence 
the harmonizing method between the inverter and the 
load. 
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Conclusion
The expressions, which were presented and the 

correspondences between the characteristics between 
both operation modes of RIRD, allow when the 
recommended values of k and  are chosen to be 
determined the necessary design quantities independently 
from the operation mode. 
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Analysis of Parallel Resonant Inverter,
Operating at Active Load

Nikolay Hinov, Nikola Gradinarov, Tsvetan Marinov, Vasil Trenkov 

Abstract: The paper presents analysis of parallel 
resonant inverter, operating at active load. There is an 
examination of the operating modes of resonant inverters, 
operating at forced commutation mode of the switching 
devices (overresonant mode). The input current and load 
voltage expressions are worked out, which generate all 
the other quantities, which are required for the inverter 
design. Analogical to the serial compensated resonant 
inverters here is suggestion of hesitation coefficient of 
parallel-compensated resonant inverter – kp and 
frequency coefficient 

Keywords: current source inverter, parallel load, 
induction technologies. 

Introduction
The autonomous resonant inverter (ARI), are widely 

used in the industry and home use for realization of 
power supplies with various form and frequency of the 
voltage and current. They are examined by lots of 
Bulgarian and foreign authors [1, 2, 3, 5, 7, 9, 10, 11, 12]. 
There is known an uniform approach for analysis and 
design of serial resonant inverter (serial compensated 
resonant inverter) with and without reversed diodes, 
operating at natural and forced commutation (current 
source inverter mode) of the switching devices [4, 7, 8]. 
The goal of the present work is the development of such 
approach for analysis and design of parallel resonant 
inverters, operating at active load. The reference presents 
analysis of parallel current source inverters (highly forced 
commutation resonant inverter with parallel-compensated 
load) [1, 2, 3, 6], but it is developed assuming unlimited 
value of the input inductance, which is not realized in all 
practical cases.

Fundamental expressions and circuits
The paper utilizes the presentation of the current 

sources inverter as resonant inverter, operating at forced 
commutation mode. The full-bridge parallel resonant 
inverter circuit, operating at active load is shown at fig. 1. 
Fig. 2 shows its equivalent Laplace representation. 

The following references are used: S1  S4 – 
controlled one-way semiconductor switches (thyristors 
and transistors), L – commutating (input) inductance, C - 
commutating (compensation, parallel, load) capacitor, R –
load (parallel) resistance, Ud – power supply DC voltage, 
I(0) and UC(0) – initial values of the inverter current and 
commutating capacitor voltage. 

Ud

R

C

L

S1
S2

S3
S4

 Fig.1 Full-bridge parallel resonant inverter circuit

The analysis is performed assuming, that the power 
supply is ideal (zero-equaled self resistance), ideal 
switches and instant current commutation. 

R

pL

p
Ud

LI(0)

p
)0(UC

pC
1 I2(p)

I1(p)
I(p)

Fig.2 Equivalent Laplace circuit

This circuit could be described by the system of these 
Laplace equations: 

1
(0) 1(0) ( ) ( )d cU ULI pLI p I p

p p pC

1 2
(0)1 ( ) ( )cUI p RI p

pC p

2 1( ) ( ) ( )I p I p I p .
Its solution generates the following inverter current 

and commutating capacitor voltage expressions: 
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2

(0) (0) (0)
( ) 1 1

d d cU U U I pI
pCRL L L CRI p

p p
CR CL

,

2

(0) (0) (0)
(0)

1 1

( )
1

d d c

c

c

U U U I pI
U pCRL L L CRR

p p p
CR CLU p

pCR

For the particular LCR circuit the resonant conditions 
could be present or not. As the goal of this work is the 
examination of the resonant inverters, we will assume 
that the resonant condition is present in the further 
analysis.

When the forced commutation of the switches is 
present, the equivalent circuit, shown at fig. 2 is valid i.e. 
the inverter current initial conditions are not zero. 

After performing inverse Laplace transformation and 

introduction of the references: 2
0

1
CL

-

resonant circuit of the serial resonant circuit, consisted of 

, L and R and  
1

2RC
- resonant circuit fading, the 

results for the desired current and voltage are: 

0
0 0 0

0

(0)( ) (0) sin

(0) cos

td d c d

td

U U U Ui t I e t
R L R

UI e t
R

,

0
0

0 0 0
0 0

( ) 2 sin

(0)(0) sin cos sin

t
c d d

t t
d c

u t U U e t

IU U e t t e t
C

.

For resonance condition accomplishment for LCR 

circuit it is necessary 
1
2

LR
C

.

The initial values of the inverter current and 
commutating capacitor voltage at continuous current 
mode (corresponding to forced commutation mode 0 < 

) are determined according to the periodical conditions 

of the output voltage uC(0) = - uC( ) and input 

currenti(0)=i( ) and they are: 

(0) 2 1c I dU k U ,

0

0

sin
2(0)

2 sin

d dU UI
R L

e e
,

where 
1

1
I

I

k
h e

 is quantity, which 

characterizes the resonant process in the hesitating circuit 
and it is analogical to the hesitation coefficient k, which 
is introduced at the serial resonant inverters and it is 
called hesitation coefficient of parallel compensated 
resonant inverters, operating at forced commutation 

mode, but 
0

1

1

k

e

 is parameter, which is called 

hesitation coefficient of parallel resonant inverters, 

operating at natural commutation mode,  
0

 is the 

frequency coefficient, but hI  means: 

0

0

sin cos

1 sin cos
I

e
h

e
.

The condensed expressions for the inverter current 
and output voltage are: 

'
0

0

2( ) sin( )td d
I I

U Ui t e t
R L

 are 

2
'

0
0

( ) 2 1 sin( )t
C d d I Iu t U U T e ,

where 

2

0

2 cos 1

2 sin
I

e e

e e
,

'
sin

cos
I arctg

e
- represents the initial phase 

angle of the inverter current, 

and ' 0

0 0

sin cos

sin cos
I

e
arctg

e
 is the 

initial phase angle of the inverter (load) voltage. 
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In order to be obtained generalized expressions it is 
more comfortable to be presented as functional dependent 
by the control frequency :

0

2( ) sin ( )d d
I I

U Ui e
R L

and                        

(1) 
2

0
( ) 2 1 sin ( )C d d I Iu U U T e ,

where = t, =  is conduction angle of the 
semiconductor devices, normalized to the control 
frequency , and the normalized values of the angles 

and  are respectively: '
I I  and '

I I .

The average value of the consumed current, according 
to expression (1) is determined by the integral:

00 0

21 1( ) sin ( ) ( )d d
d I I

U UI i d e d
R L

 which has this solution : 

(2) 2
' '

0

2 sin sin( )

d
d

d I
I I

UI
R

U T e
L F

,              

where 
2 2

F arctg .

The average value of the switch current is 
2
I

I d
av .

The maximum value of the switch current is 
determined by the expression for the current (1), at 

I  : 

(3) 
max

0

2 sin
I

I

d d
I

I i

U U T e
R L

.                                 

The maximum value of the parallel capacitor voltage 
is:
(4) UCmax=(2kI -1)Ud .                                                                         

The expression for the commutating inductance 
voltage is: 

0

( )

2 sin ( )

L

d
I I

diu L
d

UL T Fe
L

 . 

The maximum value of the reverse voltage across the 
switches is at the moment 0  and it is:

(5)
0

2 sin( )d
RRM d I I

UU U L T F
L

.    

The maximum value of the forward voltage across the 

switches is at the moment 2 I  and it is : 

(6)
2

0

2 sin
II d

DRM d
T UU U L Fe

L
.

The value of the forward voltage across the switch at 
the end of the pause is nearly equal to the maximum and 
it is: 

( )
0

2 sin ( )I d
D d I

T UU U L Fe
L

.

In order to be developed a method for design in this 
mode, which is analogical to the complex mode method it 
is necessary to know the relative to the power supply 

inverter voltage characteristics '
d

UU
U

functionally 

dependent from the hesitation coefficient of the parallel 
compensated resonant inverters k  and the frequency 
coefficient . This purpose could be accomplished, using 
the equality between the inverter’s input and output 

active power: 
2

d d d
UP U I UI
R

, where I is the RMS 

value of the inverter current, and for determination of consumed 
current value it could be used expression (2).

Finally the RMS value of the load voltage is: 
(7) ' dU RI .                                                         

These characteristics are illustrated at fig. 3 
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Fig.3 Output characteristics of parallel compensated resonant 
inverter, operating at active load 
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The recovery time of the devices is determined by the 
outstrip phase angle of the inverter current towards the 

load voltage  ( 0

2
tg CR ) and it is: 

(8) qct .                                      

Using the expressions from (1) to (8) the parallel 
compensated resonant inverter could be designed both in 
active and complex load, because the tuned out parallel 
load circuit could be represented as parallel connected 
active resistance and capacitance. Besides this in the most 
cases when complex load is present, the energetically 
considerations for reactive power network relief, the 
parallel load circuit operates near the resonance, which 
simplifies significantly the analysis when the load is 
purely active [5]. 

Conclusion
This analysis obtains the general expressions, which 

are necessary for the design of parallel-compensated 
resonant inverters, operating at active load. Particularly 
from the output characteristics, which are built at given 
values of the hesitation coefficients of the parallel 
compensated load kp and frequency coefficient  it could 
be determined the range of the possible load voltage 
values, which are in the base of the analogical design 
method for complex load resonant inverters, proposed in 
[1, 8, 9]. 

This analysis could be used for other versions of 
parallel resonant inverters and active load (half-bridge 
resonant inverter and push-pull schematic), by using the 
known coefficients [1, 8, 9], relating their currents and 
voltages with the full-bridge ones.
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Design of a modular DC/DC converter for Fuel cell application 
DANG Bang Viet, Yves LEMBEYE, Jean BARBAROUX, Jean Paul FERRIEUX 

Abstract: this paper presents a complete approach for 
the design of a DC/DC converter associated with a fuel 
cell. This design is carried out to find the best couple 
converter/fuel cell in regard with efficiency, cost, volume 
and reliability. The study starts with the presentation of 
all possible converter configurations. Interlacing effect is 
applied to solve the problem of high current - low volt-
age. The converter working and all components dimen-
sioning is analysed analytically. Models for active and 
passive components losses determination are, then, pre-
sented. Losses, cost and volume are taken into account to 
compare all solutions. After, a global synthesis permits to 
conclude on the optimized association. Finally, the cho-
sen converter is realized to valid our choice.        
Keywords: modular converter, high current - low volt-
age, fuel cell interface, interlacing effect, losses model. 

1. Introduction :
The Fuel cell (FC) is currently known as an effective 
electric generator using hydrogen which is considered as 
an interesting energy vector for the future [1], [2] and [3]. 
In order to be usable, it is necessary to have a power 
electronic (PE) interface system to adapt it to the load. 
Thus, the objective of this paper is to provide a new de-
sign of a PE converter for the FC based on the possibility 
of modularity so as to solve the problem of efficiency, 
cost, volume and reliability. The design will begin with 
an analysis on a unitary structure and the possibilities to 
associate several of this unitary structure in series or in 
parallel (modular aspect) in order to answer to the given 
project specifications. In this part, variables m (number 
of interlaced branches in a unitary converter), n (number 
of FC in series per group), g (number of FC - converters 
groups connected in series or in parallel) are introduced 
to vary the system configuration. Then, the analysis of 
the dimensioning of each structure is necessary to choose 
components. After, to compare the various structures, the 
evaluation of losses in active and passive components is 
presented. Finally, the analysis of results will conclude 
on the interests of the selected structures and on the 
modularity. 

2. Project specifications: 
This paper will present the study and the dimensioning of 
converters using one or several modules of FC of 2.5kW 
to produce a 2.5kW to 10kW generator aiming at tele-
communication applications. Each module of FC consists 
of 100 cells of 80cm² surface which gives a nominal 
output voltage of 60V corresponding to a nominal current 
of 42A and with a voltage of 100V at off load. The out-
put voltage of the converter is 48V DC. By looking at the 
specifications, we can notice that this application requires 
a step-down converter. The constraints in current and in 
voltage lead us to the high current - low voltage domain. 
In addition, we have to care about the other specific 
characteristics of FC like: low ripple output current and 
variation of voltage and current in function of the output 
power. 

3. Analysis on the unitary structures and their 
associations. 
3.1. Unitary structures: 
The step-down converter power varies from 2.5 kW to 
10 kW and the voltage level doesn’t require an isolated 
structure. In this range of power and voltage, the inter-
laced BUCK (fig. 1) takes absolute superiority. In fact, 
the effect of interlacing allows a reduced dimensioning 
in current, FC current ripple and the possibility to 
cancel output current ripple. In addition, the behaviour 
of this converter is robust, well known and the 
conversion remains possible even with a default in a 
branch. But the interest of the current reduction thanks 
to the increase in number of branches is limited by the 
complexity of the system. A variable m, number of 
branches, is thus introduced to find the optimal number 
of branches.  
3.2. Analysis on structures association: 
* Association of the converter inputs: 
For a power corresponding to a given number of 
modules of FC, we can connect several FC in series 
and then connect the unit to a converter or each FC 
connected with a converter. The connection in parallel 
of  FC is impossible because of impossibility to control 
the output power distribution in each FC. 
* Association of converter outputs: 
The output of a converter can be connected in parallel 
for a low output voltage or in series for a high output 
voltage. 
The configuration of a system FC - converter is, thus, 
determined by: 

- n: number of FC in series in each group. 
- m: number of branches interlacing. 
- g: number of groups FC – converter. 

By varying the 
values of n, m, g, 
we obtain all the 
possible configu-
rations of the 
system. They are 
presented fig.1, 
fig. 2 and fig. 3. Fig. 1. BUCK interlaced  

(m branches T-D-L)

Fig. 2. Output connected in series Fig. 3. Output connected in parallel 

4. Analysis of the structure behaviour: 
4.1. Interlacing effect: 
Interlacing allows a dimensioning reduced in current 
not only in average value but still a less ripple. The 
relation between the ripple of the total current and that 
in each branch is given by: 

R
Unitary 

converter 
n FC  
in series 

g groups 

Unitary 
converter 

R

Unitary 
converter 

n FC  
in series 

g groups 

Unitary 
converter 
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and is presented in figure 4. 
with m1 = [ m] + 1 ; m2 = [(1- )m] +1 
where  is duty cycle 
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Zoom of the figure 4.
With a fixed ripple of output current iL, we can easily 
calculate the ripple in each branch and determine the cur-
rent in each component (transistor, diode, and inductor).   
We can notice that with a high ripple of current in each 
branch (iLk), a low ripple (even ripple zero if m is entity) 
can be obtained in the output (iL). But this favour is lim-
ited by various conditions such as: continuous conduc-
tion of inductor current, losses in inductors. These disad-
vantages and favours will be presented in the next para-
graphs.  
4.2. Input filter capacitor Cf:
In an interlaced BUCK, this capacitor is the passive 
component the most difficult to dimension due to the va-
riety of current waveforms (in function of number of 
branches and duty cycle) to filter. It essentially influ-
ences the converter volume, especially in high voltage 
domain.   
The value of this capacitor is determined by: Cf = A/ Vs
where A is the area limited by the positive (or negative) 
part of the current and the Ox axis. This area varies in 
function of the duty cycle and the number of branches. 
We will calculate this value for the case m = 3. This re-
sult is applicable with others values of m. 
- When m < 1, iT will be discontinuous (fig. 5): 

A = 
22

1 max
2

TITm

- When m is integer, 
two transistors commu-
tate at the same time (fig. 
6): 

A = 
Fm

iLk
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- When m > 1 and different to integer (fig. 7):  
This case is more complex. By introducing the 
variables ap, an, ’, T’, x, we can calculate the value of 
A in 3 sub-cases where the current in Cf is in 
intersection with Ox axis in the middle of Imin (fig. 7a), 
in the slope ap (fig. 7b) or in the slope an (fig. 7c).  
Case a:
A = S2 = 'T)'1('I2II min_Tnp

Case b: A = S1 - x)
a
x'T'2(

2
1

p

Thanks to the interlacing effect, input current ripple is 
lower. Capacitor’s size is, thus, reduced. This dimen-
sioning method is applicable for the output filter 
capacitor in the interlaced BOOST due to the same 
characteristics.  

Case c: A = S2 - x
a
xT
n

')'1(2
2
1

ITmin

ITmax
ap

an

xS2

S1 A
0 x

Fig. 7a.  

S1

S2

S3

x

ITmin

ITmax

T’
a’T’

0 x

ap

an

A

Fig. 7b. 

S1

S2

S3

(1-a ’)T’

T’ ITminITmax

x
0

x

ap

an

A

Fig. 7c. 
4.3. Input filter inductor Lf :
This inductor is calculated by the first harmonic 
method:  

fFC

Cf
f i

V
L

fFC

FC
I%10

V%10

fFC

FC
I

V

where: wf = m·2· ·F

4.4. Output filter capacitor Cs: Cs = 
s

s
VFm8

I

4.5. Losses prediction in components: 
The component losses prediction contributes for a sig-
nificant part in the comparison and the choice of struc-
tures.
4.5.1. Inductors: 
The dimensioning of inductors is based on the area 
product (windows area and cross section). In a 
switching-mode power supply (SMPS), losses in 
inductors are composed by copper losses and core 
losses. The first are caused by skin effect and proximity 
effect. The second are due to the hysteretic phenomena 
and eddy currents. When the current ripple isn’t very 
high, the copper losses are essential. 
The prediction of these losses is achieved by the 
Dowell method [5]. The figure 8 shows the 
computation result of the serial resistance of an 
inductor versus the frequency corresponding to 2 types 
of wire: AWG wire and Litz wire. At the working 
frequency of SMPS (until about 100 kHz), skin effect 
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is predominant causing 
a higher resistance in 
AWG wire than in Litz 
wire. But, at high fre-
quencies, it is the 
proximity effect that 
causes essentially 
losses.
Core losses (in 
the case of non 
saturation of the 
core) are deter-
mined by the 
Steinmetz 
method:  
pcore = k.fa.(Bac)d

Where k, a, d are 
constants
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Fig. 8. Serie resistance prediction in the in-
ductor with Litz wire and AWG 

depending on the material of the core used and Bac the 
AC maximal induction in Tesla. It can be noticed that 
core losses and copper losses in the AWG wire are con-
siderable when the current ripple is high 
This will unbalance interlacing benefit.  
4.5.2. Semi conductor: 
 - Transistor MOS:  
 The model for conduction losses is represented by a re-
sistance RDS(on):
PMOS  = RDS(on)IRMS²
Switching losses and additional losses due to capacitive 
effects are calculated as presented after: Poff = 
½E·Ioff·toff·F and Pon = ½E·(Ion+RRRM)·ton·F, Pcapa = 
½Coss·E2·F 
Using several MOS in parallel allows a reduction of con-
duction losses in these components but increase losses 
due to capacitive effects. 
- Diode: Conduction losses in a diode are given by Pdiode
= V0Idav + RDS(on)IRMS

2. The turn-off switching losses 
during the reverse recovery period are given by:  

Poff = 
rrt

diode EdtiF
0

 = FEIt RRMrr2
1

Due to the relatively low frequency working of the con-
verter, diode and MOS switching losses are negligible 
compared to conduction losses. 
- IGBT: the conduction loss in an IGBT is due to the 
voltage drop Pcon = V0·Iav + R0IRMS². The IGBT switching 
losses are not negligible due to the tail current. Manu-
facturers usually give in datasheets the switching losses 
Eon and Eoff.
+ Turn-off switching loss: Pcom_off = Eoff·F 
+ Turn-on switching loss: Pcom_on = Eon·F 
4.5.3. Capacitor: 
Losses in the capacitor are determined using the 
equivalent series resistor (ESR). In our case these losses 
are low and negligible. Nevertheless, the capacitor 
influences essentially the converter volume.  
5. Synthesis : 
The systematic study of all possible configurations  

 permits us to 
determine, for 
each of them, 
losses in com-
ponents and 
volume of in-
ductances as 
well as their 
cost. These are 
the various 
criteria which 
will permit us 
to compare the 
various con-
figurations.  
In this paper, 
we have also 
presented the 
interests and 
the limits of 
interlacing ef-
fect. It offers 
the possibility 
to reduce the 
size of all pas-
sive compo-
nents while 
maintaining
constant ripple 
of input or 
output current 
and voltage. 
Figure 13 
shows that it is 
not, therefore, 
interesting to 
increase the 
number of 
branches. In 
fact, to assure 
a correct 
working of the 
system, we 
can’t tolerate a 
too important 
ripple in each 
branch (in this 
study, rate of 
ripple forced 
to a maximal value of 160% to ensure the continuous 
conduction). On the other hand, the reduction of in-
ductance is limited by its loss. Indeed, when L de-
creases, current ripple in each branch increases causing 
high losses in this one. Figure 13 shows the relation 
between maximal ripple current and the value corre-
sponding to optimal losses. In fact, optimal ripple is 
about of 20% - 60% of average value. Figure 9 shows 
the limit of the interest of interlacing according to the 
number of branches with various powers. We can, for 

Table 1: Number of transistors  
in each converter 

 2.5kW 5kW 7.5kW 10kW 
1 4 8 12 16 
2 4 8 12 16 
3 6 12 12 18 
4 4 8 12 16 
5 5 10 15 20 
6 6 12 12 18 0
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example, stop with 2 branches for a 2.5kW converter or 3 
for the a 5kW, 4 or 5 for the a 7.5kW... Beyond that, there 
is no more profit on the losses. On the other hand, volume 
continues to increase (fig. 10). 
Figure 11 and 12 show the interest to use low voltage SC
(VSC < 200V) as they present less losses and are cheapest. 
We can notice that losses in SC are higher than losses in 
inductance, especially with high voltage SC. Because of 
the important influence on losses, the number of SC used 
is given in table 1. With the same number of SC and at 
the same power, losses in SC are constant and are inde-
pendent of number of branches.
All these results tend to show that it is more interesting, 
in this application, to use several modules of 2.5kW in 
parallel to produce a higher power converter (for exam-
ple 10kW) than to use only one high power converter. 
Moreover, the use of several modular converters makes 
possible to operate in default modes (default of 1 mod-
ule). The realization of a 2 branches BUCK of 2.5kW is 
presented in the following paragraph.  
6. Experimental results: 
A 2 branches BUCK of 2.5 kW is realized.  
Inductance parameters: core 58438A2 of MAGNETICS 
with 14 turns. L0 (non load) = 63 µH, Lnom(nominal load) 
= 36 µH. 
MOS: IRFP90N20D, 2 MOS per branch.  
Diode: 30EPH02, 1 diode per branch. 
Input filter: 5 capacitors of 2.2 µF, 100V MKS4 of 
WIMA in parallel. Input filter inductor: core 58324A2 of 
MAGNETICS with 6 turns, L = 2.5µH at nominal load. 
Output filter: 2 capacitors of 2.2 µF, 100V MKS4 of 
WIMA in parallel. 
Waveforms of 
the ripple 
current and of 
the output volt-
age of the 
converter 
realized is 
represented in 
figures 14 to 
16.
At nominal 
load, efficiency 
is of 97.4%. 
Current ripple 
in each branch 
is of 5A 
corresponding 
to 20% of 
ILk_av. Output 
current ripple 
is of 3.5A = 
7% of Iload_av.
Fuel cell 
current ripple is of 2A = 5% of IFC_av. Output voltage (fig. 
16) is controlled at 48V with a low residual ripple (4%). 

The current and voltage quality is better than analytical 
prediction thanks to a higher value of filter inductance. 
Figure 17 
shows the 
special case 
when m = 1. 
It is the case 
of low load 
where fuel 
cell’s voltage 
increases to 
98V corre-
sponding to 
the duty cycle 
of 0.5. Al-
though a high 
current ripple 
is present in 
each branch 
and the out-
put current 
ripple is zero. 
7. Conclusions: 
In this paper, we have presented an analysis on choice 
of a unitary structure and the association of several of 
this unitary structure to solve the problem of high 
current - low voltage applications. Then, the behaviour 
of the converter is studied and favours and drawbacks 
of interlacing effect is presented. The dimensioning of 
passive and active components is analyzed versus the 
number of branches and of the duty cycle. Losses 
models for active and passive components are, then, 
constructed. This represents an important point of this 
work. The systematic study of all possible 
configurations offers us a global view of all aspects, 
efficiency, volume, cost and reliability. It enables us to 
conclude on the possibility to manufacture modular 
converters. In the studied case, the 2 branches BUCK 
of 2,5kW have to be chosen. Finally, a prototype is 
realized to valid these results.  
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Experimental determination of non-linear parameters
of a single-phase commutator motor 

Gancho Bojilov, Adrian Ivanov, Nezabravka Ivanova 

Abstract: In this paper is proposed an approach for 
determination of non-linear parameters of a single-phase 
commutator motor by an experimental way that is 
necessary for investigation of transients and sensorless 
control of motors. By means of non-linear character of 
the inductance of coils, they are not constants and they 
are functions of the current of the motor. For their 
experimental determination some electrical values of the 
field and armature circuits are measured. There are used 
some equations for calculation of inductances, which 
follows from the phasor diagram of the motor, 
constructed with appropriately arranged vectors.  
Keywords: single-phase commutator motor, non-linear 
parameters, experimental determination, transient  

Introduction
Single-phase commutator motors with series 

excitation (SPCM) have an extremely high practical use, 
when they are used for operating of electrical tools and 
appliances [12]. Very often in modern electrical tools 
sensor less control of the speed is applied For this reason 
it is necessary to know the equations of magnetic fluxes 
and inductances of coils from the current of the motor. 

Well-known is the fact that these motors operate 
generally in transients, connected with frequent starts, 
stops, reversals and changes of the load and because of 
that reason investigation of the transients is of great 
importance. Their investigation consists in formulation of 
differential system equations, which describe their 
electromagnetic and electromechanical condition. he 
currents are unknown in these systems, and the 
coefficients before them are the parameters of the motor – 
resistances and inductances of the coils. SPCM are non-
linear devices, and for an accurate description of the 
processes, running in them, it is necessary to make a non-
linear mathematical model of the motor. The currents are 
unknown in this model, and the coefficients before them 
are a function of the currents themselves. 

The non-linear character of the inductances can be an 
electromagnetic, electro mechanic or electro thermal one 
that complicates the mathematical description for analysis 
of the processes. The solution of the mathematical 
problem is divided into two parts: 

1 - Task of the magnetic field theory which gives the 
nonlinearity of electromagnetic character. he
nonlinearity of electromagnetic character is a result of the 
magnetic saturation of the magnetic circuits, the 
inductances of the coils are a function of the currents 
which flow through them; 

2 - Task of the circuits theory, which also gives the 

nonlinearity of the electromechanic character. he 
nonlinearity of the electro mechanic character expresses 
itself in that the self-inductances and the mutual 
inductances of the coils are functions of the currents and 
of the rotating angle of the rotor. 

It is very often that by investigation of the processes 
into the electrical machines by mathematical models 
arises the question about an estimate of their accuracy. 
For this purpose it is necessary to specify the results to 
compare with the experimental ones. The accuracy of the 
model depends on the accuracy of the solution of these 
two tasks, coupled with each other by means of 
approximating analytic functions of the fluxes and of the 
inductances from the currents into the coils. For this 
reason an “intermediate” check of the results, obtained 
from the determination of the task of the magnetic field 
theory has to be made. 

Determination of the nonlinear parameters by 
an experimental way 

The calculations are made for a single-phase 
commutator motor with series excitation having 
catalogue data: n=80W, Un=220V, In=0,75A,
nn=5000min-1, n =0,56, cos n=0,77, which are the rated 
values. 

One of the typical features of making a mathematical 
model for solving the magnetic field for these kinds of 
motors [1,4,9,10] is the determination of the correct 
points for measurement of the respective magnetic fluxes. 
These points are directly dependent on the geometrical 
location of the brushes in relation to the geometrical 
neutral line (g.n.l.) as it is shown on Figure 1a and Figure 
1b. The parts of the magnetic flux vectors are represented 
in co-ordinate systems: dq-connected with geometrical 
neutral line and d’q’-connected with the line of the brush 
position. 

For the calculation of the experimental results 
equations are used, got by means of analysis of the phasor 
diagram of SPCM, as that is shown on Figure 2. The 
phasor diagram of the voltages is constructed according 
to the classic theory of SPCM [11], but with rearranged 
vectors. This originates from the vectors of the measured 
voltage in excitation and armature circuits. 

-total torque, P1-input power, U- supplied voltage, 
I-current, Ua-voltage in the armature circuit, Uf -voltag in 
the field circuit, Ra and Rf – resistances of the armature 
and field coils are measured. The phase angles between 
vectors of specific values are shown on Figure 2. From 
the phasor diagram originate following equations
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(1) 
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where Ef is the e.m.f. of the self-inductance of the 
excitation circuit produced from general magnetic flux; 
E f – the e.m.f. of the self-inductance of the excitation 
circuit produced from magnetic leakage flux;  - factor of 
leakage from data got by investigation of magnetic field 
by the program FEMM [2,5]. 

(6) f f
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where  is the phase angle between vectors of the 
magnetized current and of the total current, grounded of 
magnetic loss in armature and excitation because in these 
coils runs an alternative current. 

(9) 
cos

cos
a a

rot
U R IE

where Erot is the rotating e.m.f. 

(10) 
sin( )
cos

a
q a

UE R Itg

where Eq is the total e.m.f. of self-inductance of the 
armature coil produced from the magnetic flux of 
armature reaction in the direction of the q-axis and 
through mutual inductivity from e.m.f. of transformation 
(when the brushes are moved). 

The magnetic flux produced from the current of the 
excitation coil in direction of axes d 

(11) 
2

f
f

f

E
fw

The magnetic flux of leakage of the excitation coil  

(12) 
2

f

f

E
fw

The resultant magnetic flux into the air gap 

(13) '
rot

a

E
w

The magnetic flux of the armature reaction in 
direction of the q-axes produced from the current of the 
armature coil 

(14) '2
q

q
a

E
fw

Mutual inductance of the resultant magnetic flux into 
the air gap 

(15) 
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m
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I I
Self-inductance of the excitation coil 

(16) f f f
f

w
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I I
Self-inductance of leakage of the excitation coil 

(17) f f f
f

w
L

I I
Self-inductance of the armature coil produced from 

the magnetic field of armature reaction  

(18) 
'q a q

q

w
L

I I
where wf  is the number of windings of the excitation coil, 
wa’ – the effective number of windings of the armature 
coil [7,8]. 

 The magnetic fluxes are approximated with the 
following fractional-rational functions determinated by 
the program SigmaPlot 8.02 [3]. 

(19) 1

1
f

a I
b I

(20) 2

2

a I
b I

(21) 3
3

3
q

a I c I
b I

Dynamic inductance of the excitation coil 

(22) 1 1
2

1( )
f f

fd f f
d d a bL w w

dI dI b I
Dynamic inductance of the armature coil produced 

from the magnetic field of armature reaction 
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(23) 3 3
32

3
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q q
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d d a bL w w c
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Graphical performance of the experimental 
results and the results obtained from the 

calculation

I,A0.0 0.2 0.4 0.6 0.8 1.0 1.2

i,Wb

0.0000

0.0001

0.0002

0.0003

0.0004

0.0005

0.0006

0.0007

f=f(I)

d =f(I)

q=f(I) 

Fig.3. Dependence of the magnetic fluxes from the current of 
the investigated SPCM 
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Fig.4. Dependence of the inductances from the current of the 
investigated SPCM 

Conclusion
The mathematical method developed in this article 

can be effectively used for determining the accuracy of 
the results obtained for the non-linear parameters of 
SPCM, which are received from the solution of the task 

for the magnetic field. A typical feature of this method is 
the small number of necessary input values as they can be 
determined easily by experimental way. The 
mathematical method used for the determination is simple 
for use. 
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Replacement of the standard graphic concept of synchronous 
machines Potier`s diagram with analytic calculation  

Miho Mihov and Gancho Bojilov 

Abstract: It`s well known that Potier diagram consists of 
two parts: phasor voltage diagram and spatial current 
diagram. Their connection is based on no-load test 
characteristic of the machine 0 0 ( )fU E f i , which 
application gives the possibility to be calculated the 
magnetic circuit saturation. In this material the no-load 
characteristic is presented analytically, which eliminates 
the necessity of graphical operations. By this way arises 
the opportunity to use proper software products for 
defining the parameters. 

Keywords: synchronous machines, Potier diagram, no-
load characteristic

Introduction
To develop and exploit the synchronous machines 

(SM) it`s necessary to define the following quantities: 
electromotive force (e.m.f.) 0E , excitation current fi ,

loading angle , direct-axis armature reactance adx  and 

saturation factor K , for the corresponding work 
oppreration according to the real magnetic conditions – 
magnetic circuit saturation.  In the specialized 
bibliography [1,2,3] is described a graphical approach for 
problem determination with Potier diagram – fig. 1. It 
consists of two parts - phasor voltage diagram and spatial 
current diagram.

The saturation influence of magnetic circuit of SM is 
defined through graphical determination the necessary 
value couples for drawing the above mentioned phasor 
diagram  - electromotive force and excitation current from 
the no-load characteristic 0 0 ( )fU E f i .

Naturally, the graphical approach has few 
disadvantages with it`s subjective determination and 
accuracy, as well with the impossibility to automate the 
calculation process.  

The saturation influence of magnetic circuit of SM is 
defined through graphical determination the necessary 
value couples for drawing the above mentioned phasor 
diagram  - electromotive force and excitation current from 
the no-load characteristic  .  

Naturally, the graphical approach has few 
disadvantages with it’s subjective determination and 
accuracy, as well with the impossibility to automate the 
calculation process.  

In the current paper is presented an analytical 
approach, which excludes the necessity of graphical 
readings. By this way we use specialized software as 
Matlab, Mathcad [5], where the calculation are done with 
complex numbers and if there is an appropriate 
organization - even with EXCEL. 

Method essence 

With the help of this approach can be resolved direct 
and opposite tasks, for every concrete problem. The 
direct task follows the consequence for defining the 

values. It is  . In this case, 
the current in the excitation winding 0fi   is an argument 
or function in the examined characteristic of the SM. 
These are the load characteristic 0( )fU f i ,

excitation characteristic 0 ( )fi f I , short-circuit 

characteristic 0( )fI f i    and V – curves. In the 
opposite tasks the current   in the excitation winding is a 
given parameter, just as it is in the external 
characteristics ( )U f I  . In any case, the task 
resolving goes through defining the second co-ordinate 
of the no-load characteristic of the machine, which 
traditionally known is non-linear. In the present 
practice, this is made by graphical determination.  

The graphical determination is substituted by 
application of analytical interpolation relationship for 
the curve, which should perform the following 

requirements: 
- It should have minimal deviation from the input 

curve – machine’s no-load characteristic  

0 0 ( )fU E f i



470

- It should have, if it is possible, an analytical 
resolution for fi  with preliminary given E  . 

In the current paper is suggested an analytical 
relationship, which performs the requirements. It is a 
solution of the so called normal characteristic of the SM - 

* *( )ff i  i.e. the no-load characteristic in per-units 
[1,2,3]. The interpolation is made with the help of 
software product Sigma Plot [4]. Naturally, such an 
interpolation could be done for every numerical 
relationship with physical values. The suggested 
relationship is 

(1)             
*

* *
*

f
f

f

ai
E c i

b i
          

 with preliminary give  is defined through 

(2)  
2

* 4
2fX

Y Y cZi
c

where 
(3)             * *;X XY a bc E Z b E

The interpolation relationship coefficients have the 
following values 

(4)   

With the physical values are taken into consideration the 
equation (1) is 

(5)    ( ) ( )f n f
f n f f n

a cE i U i
bi i i

        

The direct task is resolved as a non-salient pole 
synchronous machine in the following input data: SM no-
load characteristic, SM supply voltage U , current in the 
armature winding I and phase angle according the 
voltage  in a voltage oriented frame of reference 

/ 0 /U , the phasor I    of armature current is known. 
It’s generally accepted that the following values are 
already known - the resistance of armature winding ar ,

the inductive leakage reactance ax  , windings data of 
armature and field windings. In case of working with per-
units, it is necessary to define and the rated voltage nU ,

rated current nI , rated excitation current f ni , the 

parameters *
ar  , *

ax .
As a final result we receive the underwritten values, 

defined through determination of the magnetic core 
saturation - the load voltage phasor 0E   therefore and the 

loading angle  , which is only conditionally generated 
from the flux in the excitation winding; the current in the 
excitation winding 0fi , creating this flux; the inductive 

reactance of the current armature reaction adx  , 

saturation coefficient K   , the differences between the 

no-load voltage 0U  / 0I  / recorded with the same 
excitation current   and during the opperation with the 
present load.   

The analytical determination of the Potier`s diagram 
phasors is not a problem, if they are calculated with 
complex numb rs, appropriately chosen fame of 
reference in a complex plane. 

(6)     Im[ ],
Re[ ]a a

EE U I r j I x arc tg
E

       

as

(7)     2, 0; ;U
jj j

UU U e I I e j e       
By the chosen frame of reference - when R-L load,

0   ; when R load, 0  ; when R-C load, 0
. Since in this case we work with no-load characteristics 

in relative units is defined and * E
U

.

From equation (2) analytically are *
fi  and 

*
f f fi i i , when 

2fi E .. From this 

equation, in accordance to [1,2,3] the current   0fi is

(8)               
0

0
0

0

Im[ ]
( ),

Re[ ]f

f
f f i

f

i
i i I arc tg

i
   

The phasor idI k I defined from excitation 
winding armature current   and the coefficient descends 
from the basic SM theory relationships, shown in [1,2,3].  

In this way, we have all the necessary quantities for 
defining 

- the phasor  0
0 0 0

Ej jE E e E e

(9)       
0 0

0
0 ,

2f

f
i

f

i
E

i

- the inductive reactance  adx

  (10)             
0

ad

E E
x

jI
       

- the coefficient  
EK
E

The “unsaturated” value E of loading voltage is 
determined through the linear characteristic in no-load 
mode with preliminary defined current value  , 
corresponding to  . The linearization is realized through 
drawing a tangent from the beginning of the no-load 
characteristic. The analytical interpretation of this 
equation is line, which goes through the specified point 

3.209850 b=1.78268 c=-0.181924a
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and has an angle coefficient, equal to the derivative of the 
interpolating function 

(11)   * *
* 2 ; (0) 1.6187

( )f

ab ay c K y c K
b i b

  from where is defined and: 
(12) * * *

fE K i
Taking into consideration (1), (12) and the 

relationships for the relative quantities,   becomes equal 
to

(13)        
( )f n

f n f f n

KK a ci
b i i i

          

- the differences  0 0( )fU U i U

(14) 0
0

( )n f
f n f f n

a cU U i U
bi i i                    

With the help of the software application Mathcad [5] 
are calculated and computer drawn the characteristics of 
the supposed SM, with rated data 

* *6000 , 500 , 0.008, 0.15n n a aU V I A r x
 . 

In the work are performed three cases - resistive (R), 
resistive-capacitive (R-C) and resistive-inductive (R-L) 
load.

A. Load characteristics – fig. 2, 3, 4 
( ), , cosf nU f i I I const const           

         

From the graphics above it can be clearly seen 
the reaction influence of the armature current in 
different load – magnetiziting when the load is R-
C and demagnetiziting when R-L load. Fig. 5 
shows the test quality of no-load characteristic, i.e 

0I .

B. Excitation characteristics – fig. 6 
( ), , cosfi f I U const const

Calculation approach:
- With constant value of the voltage phasor 

, / 0 /Uj
UU U e  are assigned armature 

current , / /jI I e const from 0I  till 
the necessary border. 

- The direct task is resolved for every value 
of I .

- The result is an array of values of 
excitation currents 0fi

Calculation approach:
       - With constant value of the armature current 

, / /jI I e const  are assigned 
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, / 0 /Uj
UU U e varying from 0U till

the necessary border. 
- The result is an array of values of excitation current   

C. V-curves – fig. 8, 9 

Calculation approach: 
2( ), cos , ( )f n a ni f I P mU I mI r const U const

- With constant value of the electromagnetic power P
and voltage phasor  , / 0 /Uj

UU U e  are 
given values to the phase angle of armature 

current min max   . 
- For every value of the angle is defined the module 

of the armature current I , as a square root of the 
equation  2cos ( ) .n a FeP mU I mI r p const
In the equation above the sign “+” is for generator 
mode of SM and the sign  “-“ for motor 
mode , / . /jI I e const ;

- The right task is resolved for every value of I
- The result is an array of values of excitation current 

0fi

The curve on fig. 8 is calculated and computer drawn 
for generator mode and at fig. 9 – actually corresponds to 
the compensator mode of SM. 

D. Short-circuit characteristic – fig. 
10,11 

( ), 0fI f i U

When calculating this characteristic, it can be applied    
the already performed algorithm for computing the 
exciting characteristics with current angle 

( )a

a

xarc tg
r

 read according to E  because 

0U /First approach/, but it should be taken into 
consideration the concrete features of the short-circuit.
Defining current   can be done with the help of (5), as a 
solution of the equation (15). 

(15)         
2 2

2 2

( )

( )

f a a

n f a a
f n f f n

E i I r x
a cU i I r x

bi i i

Second calculation approach: 
- Armature current module values are assigned   

, / ( ) /j a

a

xI I e arc tg
r

varying from 0I

till the necessary border. 
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- The direct task is resolved for every value of  , when   
is defined with (15)  

- The result is an array of values of excitation 
current   

. External characteristics - fig. 12 
0( ), , cosfU f I i const const

The development of the external characteristics of the 
SM is mainly done with resolution of the so called 
opposite task – the value of the current  0fi  in the 
excitation winding is given in advance and after that is 
defined the value of the voltage in armature winding U  . 
A formal application of the graphical solution requires 
long graphical iteration process, which disadvantages are 
well-known.

The possibilities of the general modern software 
products Mathcad, Matlab, Maple, allow a numerical 
resolution of the problem with precise accuracy.  

The algebraic equation conditions are:  
- The triangle similarity, formed of the phasors    

0, ,adjIx E and current phasors 0, ,f fi I i ;

(16)  
0

0

f f

f

ad

i i
E E

iI
I x E

or in developed mode 

(17)      

0

0

1

( )

1

( )

f

n
f n f f n

id

ad
n

f n f f n

i
a cE U

bi i i

k
a cx U

bi i i

                        

- The connection of the triangle sides in the 
corresponding triangle. In consideration with the above 
equation is enough an equation from that kind:  
      (18)   2 2 2

0 2 cos[ ( )]f f f Ei i I i I                       

- A requirement for location of the vector groups in 
relation to the beginning of the frame of reference. 

      (19) 0 Im[ ] 0 ( )sin( ) cos sinU f E a aU E i I x I r             

 or 
      (20) ( ) cos sinn f a a

f n f f n

a cU i I x I r
bi i i

        

0 , , ,f ad Ei x  are unknown. The task is resolved with 
Mathcad, by using the build in construction for numerical 
resolution of non-linear algebraic equations  

Calculation approach:
- The direct task is resolved when 

, ,cosn nU U I I const  or depending 
of the necessity. The value of the received 
excitation current 0fi  helps to calculate the 
external characteristic.   

- With constant value of the excitation current 0fi
are given the module values of the armature 
current , / /jI I e const varying from 

0I  till the necessary border.  
- The described above non-linear algebraic system 

is resolved.
- The result is an array of values of 

0 , , ,f ad Ei x       

- ( )n f
f n f f n

a cU i
bi i i

 is calculated 

- The array with the necessary values of the input 
voltages is defined through the relationship 

            (21)       , 0a a UU E jIx Ir         

because of the saturation, provoked of the 
magnetizing action of the armature current reaction. The 
demagnetizing action of the armature current reaction in 
(R-L) load is the reason for growth of  . 
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Conclusion
In this work is presented an analytical approach with 

numerical solution, which excludes the necessity of 
graphical readings.  

The graphical presenting of the no-load characteristic 
is replaced by interpolating curve with the corresponding 
quantities for after transformations and calculations.  

With the help of the software application Mathcad are 
resolved the direct and opposite task when defining the 
performances of the synchronous machine. The main 
subject of this presented development is observing and 
determination of the saturation influence on the leakage 
inductive reactance . 
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Diagnostic Laboratory Module
for Coils of Electric Power Tools 

Milko G. Dochev 

Abstract: The mass use of electric power tools (EPT) 
called for the demand of contemporary apparatuses for 
control and diagnostics of the coils in the built-in electric 
motors. A diagnostic portable module was developed and 
carried into effect which enables determining the 
diagnostic condition of coils in EPT and small electric 
tools (SET) – disconnection, inter-winding short circuit, 
rupture to mass, inter-lamella short circuit, faulty 
connections.

Keywords: electric power tools, diagnostics, control

1. Introduction 
The principles of market economy raised the 

requirements to companies dealing with production, 
maintenance and exploitation of electric motors with 
regard to their quality and exploitation reliability. This 
led to a significant interest and the necessity of applying 
diagnostic methods and systems. There is a rise in the 
number and variety of control-diagnostic apparatuses, 
including such for continuous control (monitoring). Many 
national companies and enterprises, especially ones 
related to power engineering, import apparatuses and 
complete systems which are rarely used efficiently, and 
sometimes their working principles, potentialities and 
application are unclear or lacking. In some cases there is 
neither any competent and trained personnel nor 
specialized diagnostic and analytic teams.  

In the activities of service and repair of EPT and 
electric operative motions the problems are even more 
significant. The qualification of servicing and repairing 
personnel is on a low level, there is no possibility and 
desire for self-training and pre-qualification. Most often 
the available servicing equipment is elementary, on a low 
technical level, or amortized and obsolete. The activity is 
concentrated in small firms, with not numerous but 
variable members of the personnel. Those firms do not 
have the potential to allot financial resources for pre-
qualification, and to afford buying modern equipment. 
The board of directors often lacks the desire for changes. 

All this calls for developing and putting portable 
diagnostic modules on the market. Those modules 
possess a definite multifunction, they are easy to be 
exploited and maintained, they have very clear diagnostic 
procedures based on firm logic (of Yes-No type), and 
they are relatively cheap.  

2. Introduction to the problem and choice of a 
method 

The defects and flaws of coils in small electric tools 
and EPT might be generalized and classified into two 
basic groups: 

a/ Exploitation: 
1. In stator coils: disconnection, inter-winding and 

inter-lamella short circuits, rupture to mass, etc. 
2. In rotor coils 
2a. In cage rotors – bar disconnection, bar-ring 

disconnection, breaking the entity of cage bar, etc. 
2b. In armature coils - inter-winding and inter-lamella 

short circuits, coil interruption, rupture to mass (shaft, 
package), interruption of collector-coil junction, etc. 

b/ Constructive-technological 
1. In stator coils – faulty connections, turnover 

sections, faulty markings, wrong coiling direction and 
groove resting, etc. 

2. In rotor coils 
2a. In cage rotors – bad pouring on the grooves, 

available pores in the cage, lamella penetration in groove 
zones, bars coming out of the plate package, etc. 

2b. In armature coils – bad collector-coil welding, 
faulty connections, turnover sections, rupture to mass, 
etc.

The diagnostic condition “interruption” is discovered 
and diagnosed easily, and so is the condition of short 
circuits to mass (shaft, package). 

The discovery of metal short circuit (inter-winding, 
inter-lamella and inter-phase s.c.) is more difficult to be 
determined, especially through trivial equipment – test 
lamp, current tester or multiset. Using a measuring bridge 
is an applicable method, but it is slower and not always 
diagnostically reliable (e.g. in case the coil has a great 
number of thin conductor windings).  

Therefore, the diagnostic conditions of windings 
(coils) might be conventionally defined as: from 
condition “1” – in a totally good working order, to 
condition “0” – totally ineffective. Interstate conditions 
appear within the range between those 2 borderline 
conditions during exploitation, e.g. inter-winding short 
circuit, rupture to mass and interruption of borderline 
conditions. 

It is obvious that the faults most frequently occurring 
in coils (e.g. in EPT) are: the inter-winding short circuits 
(i.s.c.), corpus short circuits (c.s.c.) and leading conductor 
disconnection (l.c.d.). Since failures due to those reasons 
occur suddenly, and each of them leads to tool damage, 
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then the probability for flawless operation is the 
following: 

(1) P(t) = exp {-( i.s.c. + c.s.c. + l.c.d.) t}  , 
where i stands for the intensity of failures in the 

three cases. 
It was proven that the distribution of failures due to 

aging of the insulation system and the exploitation load 
of EPT and SET approaches the normal law.  

The basic goal and task of coil diagnostics is 
identifying their diagnostic condition after being 
technologically completed in the factory, or their 
exploitation load after a certain period. The tested 
diagnostic parameters are: active and reactive resistance, 
number of windings in rotor and stator coils, insulation 
resistance, etc. Determining them through passive 
diagnostic procedures is not always accurate, that’s why 
the use of active diagnostic methods is necessary, and in 
this case the most successful one turns to be the electric-
impulse diagnostics. Its principle is based on the 
transmission of a specifically shaped impulse signal, 
generated by a high-frequency oscillator, towards the 
coils to be diagnosed. The signal passing through them, is 
deformed in a certain pattern due to their wave resistance, 
and might be indicated, for example on an oscilloscope 
screen, in the form of two waves – a falling one and a 
reflected one. The various defects and abnormalities in 
the coil deform the signal in a different way, and through 
a comparison on a basis and current form, the nature of 
the defects might be judged.  

It is known that the inductive resistance is generally 
expressed in the following way: 

(2.1)    XM = .L  , 
and if there are any short-circuit coils, then: 
(2.2)    XM = . (W2

k / rk)  , 
where rk is the active resistance in the contour with 

short-circuit coils. 
Then the inducted e.d.v. in this contour is: 
(3)   Ek = 2 f.Wk. m  , 
which might be used as a parameter for indication, 

comparison and visualization. For correctness of testing, 
the following requirements should be observed: 

- linearity of the tested item – it is necessary that the 
exerted low-frequency voltage should be U < 0,5 Unom. , 
so that there is no saturation of the magnetic system.  

- repetitiveness of the working conditions – e.g. for 
armature sections the measuring shouldn’t be interrupted 
unless the whole periphery of the collector is outflanked 
with the examining tester.  

The idea is that a generator for frequencies up to 10-
20 kHz is used, at a voltage of 10-50 V, the signal from 
which is transmitted to the tested section / coil / winding, 
and through a proper contour (e.g. inductive), the signal 
progress and alteration are observed. It is obvious that the 
period of oscillations in the contour will depend on the 
circuit parameters. In general, it is a serial RLC group. 
The visualization of different defects in stator and rotor 
coils are shown in [1] and [2], respectively.  

If the coil is defective, the resistance and induction in 
the contour modulate, depending on the flaw. For 
example, in inter-winding and inter-section s.c. the 
dependences are: 

(4)Rd = k.R; Ld = k2.L; k = (Wd/W) < 1 
which are: the active resistance, inductiveness, and 

the effective remaining number of operating windings of 
the defective coil, respectively, and R, L, W are the active 
and inductive resistance, and the whole number of 
windings in a standard coil (in a good working order).  

3. Implementation  
Analyzing the nature of the problem and on the basis 

of conclusions made so far, a device for coil diagnostics 
in EPT and SET was synthesized. The device (module) 
executes the following functions: 

1. Testing for a loop, including a “low” and “high-
resistance” loops with the specific light and sound 
indication; 

2. Testing of coils and windings for a possible 
interruption or for a inter-winding s.c. 

3. Testing of armatures – for a possible inter-winding 
and inter-lamella s.c., as well as for a winding 
disconnection and the presence of corpus s.c.  

The device was built as a portable module /pic.1/, 
with the possibility to plug in auxiliary measuring 
apparatuses, including a programmable multi-measurer 
with a standard PC interface.  

Fig.1 
The block-scheme of the module is shown in fig.1. 

The main centers of the diagnostic module are the 
following: 1 – low-frequency generator; 2 – inductor 
(coil) – emitter of the generator; 3 – receiver (coil) of the 
amplifier; 4 – mode switcher; 5 – outlet to a multi-
measurer; 6 – amplifier; 7 – light indicator; 8 – sound 
indicator; 9 – line-in for a universal tester; 10 – universal 
tester (circuit controller); 11 – light diode; 12 – sound 
indicator of the tester; 13 – power-supplying block 220V 
AC / 3V DC; 5V DC; 14 – generator of stabilized 
current; 15 – measuring bridge; 16 – standard impedance 
/coil/; 17 – measured impedance /coil LX/; 18 – 
measuring device /mili-ammeter/. 

The separate assemblies of the module are the 
following: 

Power-supplying block /fig.2/ - devised for two 
power-supplying voltages: 3V DC and 5V DC obtained 
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through a reducing transformer rectified after Gretz’s 
scheme, with capacitor filters, an integral stabilizer 
“7805” for 5V DC, and a regulated stabilizer “317” for 
3V CD. At the outlet, “C” groups for filtering and 
pulsation reduction were mounted.  

220V

+5V

_

+3V

_

220V

T1

8V

VI

G
N

D

VO

U2 LM7805

1

2

3
VI

G
N

D

VO

~

~
+ -

V2  

~

~
+ -

V1

+ C1

2200.0

R9
680

R8

300

+C4

1000.0

+C3

1000.0

+ C2

2200.0
C6

100n

C5

100n

SI1

FUSE

fig.2
Bridge and electric current generator /fig.3/ - 

implemented as a Winston bridge supplied through 
stabilized current built with integral stabilizer “7805”. 
The goal is that the current doesn’t exceed a certain value 
when low-resistance impedance is turned on. The bridge 
is balanced through the potential-meter R5, and the 
potential-meter R6 is used for fine adjustment of bridge 
sensitiveness, so it is possible that the bridge arms are 
made equal without a load or a standard measure. This 
assembly serves for measuring coils and stator windings, 
and for discovering defects in them /inter-winding s.c., 
interruption, etc./ 

fig.3
Generator of low-frequency impulses /fig.4/ - it 

generates impulses with frequencies about 10 kHz. It is a 
blocking-generator built after “Darlington” scheme (or 
with transistor T12 only), and its amplitude is up to 50 
which is induced as an e.d. voltage in the coils of the 
tested block /in case there are short-circuit or inter-
lamella s.c. coils/. 
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fig.4 
This e.d.v. is received by the inductor L1 and is 

amplified after the scheme built with an amplifier with 

power “TDA 2003”, as the sensitiveness is adjusted 
through the potential-meter R18. The amplified signal is 
transmitted to the sound indicator /loud-speaker LS1/ and 
to the light indicator LED. A level indicator built of light-
diode scale, implemented through LI type KA 2281, is 
used for a light indicator.  
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fig.5
Universal tester /fig.5/ - it serves for testing coils, 

electric circuits and stator coils of SET and MPT. It is 
composed of a generator built of transistors Q1 and Q2,
and the amplitude of the generated signal is regulated 
through the potential-meter R12. The amplitude and 
frequency of the generated signal depends on the ingoing 
impedance created by the tested coil plugged in the tester 
inlet through proper terminals. The generator signal 
passes through the detector D3 and is filtrated by the 
condenser C3. The obtained continuous level, depending 
on the ingoing impedance, sets in operation the light 
indicator D2 and the sound indicator built by the generator 
of sonic frequency Q7 and Q8 and transmitting a sound 
signal through the loud speaker LS2. Depending on the 
signal level, the sound might be continuous, interrupted, 
or there might be no sound. At a low impedance /0/, the 
signal is continuous, at other fixed (adjusted) value, e.g. 
1000 , it has an interrupted sound generation, and at a 
discontinuation the sound or light signal is missing, that 
is, a “disconnection”, an “inter-winding” and a “normal 
condition” of the tested coil are present, respectively.  

4. Experimental research 
50 measurements were conducted, 25 on stator and 25 

on rotor assemblies for EPT, respectively. The defects 
were simulated, and the flaws – described in section3 in 
constructed testing samples. The defects and flaws were 
identified and indicated through the light and sound 
indicators installed in the module. The conclusion is that 
the developed diagnostic module is reliable, it is easy to 
be serviced, and it enables making a quick and qualitative 
assessment of different types of diagnostic conditions of 
rotor and stator coils in EPT. 

The developed sample is shown in pic.1. 

pic.1. 
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5. Conclusion 
In conclusion, the following inferences might be 

made: 
1. A universal measuring stagecraft for determining 

the diagnostic condition of rotor and stator coils in EPT 
was synthesized and implemented. 

2. The constructed diagnostic module enables 
discovering the defects and flaws in rotor and stator coils 
in EPT and SET. 

3. The received diagnostic information, through the 
use of auxiliary measuring apparatuses, might be 
assembled and stored, and a database for coils of different 
size might be built. 

4. The constructed device is portable, comparatively 
cheap, with good diagnostic characteristics, and it can 

serve as a basis for a testing sample for the production of 
small-batch diagnostic equipment.  
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Computer System for Research and Control
of Electromechanical Objects  

Emil Marinov and Nikolai Nikolov 

Abstract: A graphic program medium has been worked 
out by means of which on the basis of specialized 
functional units a wide range of systems for the model 
and experimental studies purposes as well as the real 
control purposes can be set up. The connection with the 
power converters and the taking down of signals from the 
objects is carried out by the a hardware interface, which 
has been worked out exactly for that purpose. By virtue of 
the developed computer system, adaptive control of the 
speed of the direct-current motor is realized. Results of 
experimental studies of the system are shown.

Keywords: computer control system, adaptive control 

Introduction
 Computer systems, based on specialized graphic 

media and relevant mathematical provision [1,2] afford 
great opportunities in designing, studying and controlling 
of technological processes. In this regard, the 
development of analog systems orientated towards the 
specific requirements of such objects and processes as the 
electromechanical ones and distinguished for their fast 
action, simplicity and lower cost price is of great interest. 

Description of the Program Medium 
A graphic program medium has been worked out by 

means of which on the basis of specialized functional 
units a wide range of systems for the model and 
experimental studies purposes as well as the real control 
purposes can be set up. The blocks are classified into 
libraries according to their function: 

generators (sine-wave, square-wave, constant  
value, noise);
linear blocks (elementary type dynamical blocks);
non-linear blocks (multipliers, dividers, type non-
linearity);
controllers (P, PI, PID, D); 
logical (AND, OR, Schmitt trigger);
graphic (oscilloscope, visualization by means of  
pointer instruments or text value, lamp);
steering visual controllers (buttons, check boxes, 
scrollers);
connection with real objects (analogue inputs and 
outputs); 
auxiliary (reading and recording of signals from/in 
a file and others). 

Each block possesses a certain number of inputs 
and/or outputs according to its function. Incoming and 
outgoing signals type is fixed and can be analogue, digital 
or other type like integral, stringer and others. The 

graphic medium prevents from construction of outlines of 
heterogeneous signals as well as the connection in one 
outline of more than one unit. 

It is possible the completing of several systems, 
independent from one another, which function 
simultaneously within an experiment and their signals are 
observed on one and the same time diagram. 

There is an opportunity for connection with other 
program media (Matlab, Mathcad) through recording of 
experiments results in a suitable format. This makes 
possible the high qualities of the shown products for 
result processing to be used in off-line regime.  

The integration is completed through the rectangle 
method.   

The program product is worked out on the basis of
Microsoft Visual C ++ 6.00 [3]. 

Configuration and Computer System Operation
In general the computer system consists of a personal 

computer with the operating system Windows 98 being 
installed or a more recent version, hardware interface 
which makes the connection with the real world and 
object possible and which in this case includes a power 
converter and a DC motor (figure 1). The power 
converters control and the taking down of signals from 
the objects is carried out by the hardware interface, which 
has been worked out exactly for that purpose. The latter is 
connected to the computer through the standard LPT port. 

Fig.1. Configuration computer system

The system allows operation in the following regimes: 
simulating investigations (without connection with the 
real object); test and adjustment; study and control in real 
time. 

The start of the process includes the following 
actions, executed automatically – the composed block 
diagram and its parameters are saved in a file in text 
format (this standard output can be used for connection 
with other graphic media or for configuration of steering 
controllers). Next step is the saved information to be 
interpreted by a program module for synthesize of the 
mathematical model of the process in computer memory. 
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Thus the connections between the blocks in the memory 
guarantee great quick action of the effective model. 

The system allows operation with a specified simple 
time, as well as determination in test and adjustment 
regime of the minimum simple time by measuring the 
speed of the synthesized model – number of calculations 
for a time unit. Thus the minimum simple time of a 
certain system is appointed on the basis of the necessary 
time for servicing the program which is different for one 
and the same computer depending on the composed block 
diagram. After holding the test – all gathered values in 
the blocks of the system are nullified. The next step is 
initialization of the hardware module – specification of 
initial values of the incoming and outgoing signals 
including a signal to the power converter. If the above 
mentioned steps are successfully fulfilled, the real 
process begins. 

The consequence of actions, carried out by the 
computer system is shown on figure 2. 

Fig. 2. Computer system operation

Adaptive Control of DC Motor Speed 
Adaptive system with reference model is realized on 

the basis of the developed interface modules and program 
medium. The adaptive system is synthesized through the 
theory of hyperstability [4,5,6]. The structural diagram of 
the system is shown in figure 3, where the following 
symbols are used: r – reference speed; m – output of a 
reference model;  – motor speed; u – control signal; e – 
error; Mc – resistance (load) moment; Wm(p) – transfer 

function of the reference model; Wou(p), Wo (p) – transfer 
functions of objects of control and interference. The 
object includes a power converter (uncontrollable 
rectifier and symmetric transistor commutator) and a 
direct-current motor 

Fig. 3. Structural diagram of the adaptive system

The following mathematical description of the object 
and reference model is used in the synthesis: 

(1) 
1

)( 2 pTpT
KK

pW
eem

dpc
ou ,

(2) 
1

)1(
)( 2 pTpT

pTK
pW

eem

e
ou ,

(3) 
1

1)(
pT

pW
m

m ,

where Kpc, Kd -  transmission coefficients of the power 
converter and DC motor, K  - transmission load coeffi-
cient, Tem, Te - electromechanical and electromagnetic 
time constants, Tm - time constant of the reference model. 

The control signal is formed as follows: 

(4) rpku .
The coefficient of the controller kp which is changing 

during work process is obtained according to: 

(5) 02
0

1 prr

t

p kvdtvk ,

where  1, 2  are adjustment coefficients and v – output of  
polynomial D(p). 

The polynomial D(p) is to find in the form: 
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(6) 10)( dpdpD ,

and the coefficients d0, d1  are defined from the condition: 

(7) 0)()(Re jwWjwD .

The polynomial 21)( dpdpD  is added with the 
purpose of physical implementation. 

The block diagram of the system, realized by means 
of the developed program medium is shown in figure 4. 

Experimental Studies and Results 
The experimental studies of the adaptive system are 

carried out for a motor PIVT 6/25A whose rated data are: 
voltage Uan=30V, current Ian=1.6A; torque moment 

n=0.11Nm; speed n=314.16rad/s; inertia moment 
Jd=2.5 10-5kgm2. The simple time is 0.5ms. 

The results of the experimental studies are shown in 
figures 5 8 considering different reference speed and 
changes in the parameters of the reference model and the 
mechanical part. Figures 5a 8a present the motor speed 
variation, compared to the reference speed r and the 
output of a reference model m (dashed line), while 
figures 5b 8b present the variation of current Ia in
relevant processes. 

The results being produced show that the curves (t)
and m(t) practically coincide. Especially in steady-state 
regime a considerable strengthening of the noise from the 
signals is observed, and for its elimination an additional 
filtration block is necessary. 

Conclusion
The proposed computer system that is distinguished 

for its fast action and simplicity afford great opportunities 
in designing, studying and control of real 
electromechanical objects and processes. This system is 
used in the teaching process of the Technical University 
of Varna, Department of Production Automation. 

Adaptive system with reference model is realized and 
its serviceability and high qualities are proved in the 
operation process. 

Fig.4. Block diagram of the adaptive system.

Fig. 5. Adaptive system operation in case J=Jd, Tm=25ms. 

b)

a)
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b) 

Fig. 6. Adaptive system operation in case J=2Jd, Tm=25ms. 

a) 

Fig. 7. Adaptive system operation in case J=Jd, Tm=75ms. 

b)

a)

Fig. 8. Adaptive system operation in case there is a sinusoid 
reference signal, J=Jd, Tm=25ms. 

b)

a)
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Mathematical Description of Complicated  
Power Supply Systems 

Soloviov Vyacheslav, Kupov Alexandr, Khandoshko Konstantin 
and Kupova Anastasia 

Abstract: In submitted article the results of modeling 
program of electro technical system in Matlab 6.5 
environment are shown. Modeling was carried out on 
system of the differential equations received for the 
simplified electric circuit of power supply system. 
Results of model calculations are submitted together 
with diagrams. 

Keywords: reactive capacity, modeling compensative 
system.

Introduction
It is well-known, that the complex loading 

connected on a sine wave voltage always causes phase 
shift between a consumed current and the enclosed 
voltage. In consequence of it reactive capacity is 
consumed. The listed problems can be solved in the 
certain extent if you provide the capacity coefficient 
close to unit. It is possible in case of the intentional 
reduction of phase shift between a current and voltage. 

The consumption of reactive capacity falls under 
compensation if you know beforehand character of 
loading change. However there are technological 
processes in which it is not obviously possible to 
predict the specified changes. On account of it the 
compensation of phase shifts between current and 
voltage is impeded that has an effect for quality 
parameters of electric power receivers. A deviation and 
fluctuations of voltage and frequency; no sinuous 
forms of voltage; displacement of zero and voltage 
asymmetry of the base frequency refer to number of 
such parameters.  

Electro steel smelting industry is a standard 
technological process, where sharp unpredictable 
character changes of complex loading are inevitable 
with the appropriate jumps of consumed reactive 
capacity. The system of reactive capacity 
compensations (SRCC) is used for performing the 
requirements on quality of electric power. 

Electric circuit. 
The circuit of analyzing power supply system is 

given on fig.1. A feeding of 35 kV furnace bus-bar is 
carried out from two transformers by 160 V
capacity (the network transformer) and 75 V
(furnace). The system of reactive capacity 
compensations is connected to 35 kV general bus-bar 
to which transformers of two furnaces (ASSF1, 
ASSF2) are connected. 

Supposing, that mutual influence of furnaces is not 
considerably and distortion (which is characterized by 
coefficient of distortion) brought by the network 
transformer is insignificantly, further we shall examine 
the connection circuit only of one furnace. The 
equivalent power circuit is submitted on fig.2 (the 
network transformer is not shown). 

The compensative system of reactive capacity 
represents by filter compensative circuits (FCC) which 
consist from capacitive (C) and inductive (L) elements. 

To the designations given in figure 2 correspond: 
A, B, C – fluxes in the phases of the 

transformer; 
i0 – a current of a zero wire between network and 

furnace transformers; 
UA, UB, U – a voltage of a power line; 
IA, IB, IC – primary currents of the furnace 

transformer; 
i'A, i'B, i'C – currents of secondary windings of the 

furnace transformer; 

  FT1                                    FT2 
  75 V                          75 V

ASSF1 ASSF2 

35 kV

220 kV

SRCC

NT1
160 V

NT2
160 V

Fig. 1  Functional scheme of power supply ASSF  

NT1, NT2 – network transformers  ;

FT1, FT2 – furnace transformers ;
SRCC – system of reactive capacity 
compensations ; 
ASSF1, ASSF2 – arc steel-smelting furnaces. 
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rA, rB , rC – active resistance FCC; 
CA, CB, CC – values of capacitive elements FCC
iLA, iLB, iLC – currents of loading;
rLA, rLB , rLC – active resistance of loading;
LLA, LLB , LLC – reactance of loading; 

Preconditions to the mathematical 
description

The mathematical model of all power system is 
necessary for development and research of a modern 
effective control system. Modeling the greatest 
complexity is represented with the description of three-
phase power transformer.  

In the given circuit the transformer with the 
armored core uses. In this transformer it is necessary to 
take into account the additional fluxes closed through 
the walls of an oil tank, therefore three rods of the core 
are submitted as four rods, distinguished by the 
presence of artificial entered fictitious rod which 
resistance aspires to infinity. 

The transformer work is based on a principle of 
electromagnetic interaction of circuits, motionless to 
each other. The analysis of system work is based on 
laws Kirchhoff. 

At the analysis of the examined circuit (fig. 2) we 
assume, that flux  is distributed to regular intervals 
on the transformer profile of the core and linked to all 
coils both primary and secondary windings w. This flux 

creates in windings of transformer Electromotive force 
(EMF). 

(1) 
dt
dwe .

Besides magnetized multipliers create primary and 
secondary fluxes of dispersion. Under the primary flux 
of dispersion we shall understand a flux created by 
current iA and linked with the primary winding only, 
and as the secondary flux of dispersion - a flux created 
by current i'A and linked with the secondary winding 
only. As fluxes of dispersion are distributed mainly to 
the non magnetic environment having constant 
magnetic permeability it is possible to count, that 
inductance of dispersion L 1 and L 2 are constant. In 
accordance with EMF of the dispersion, created by 
fluxes of dispersion in primary and secondary windings 
of the transformer, will be: 

(2) 
.

;

'

22

11

dt
diLe

dt
diLe

A

A

According to the second law of Kirchhoff, we 
have equation EMF of the primary winding: 
(3) 11 eeriU AA

where: 

Fig. 2  The equivalent power circuit of furnace feeding 
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r 1 – active resistance of primary winding of the 
transformer 

The equation written in such form is the equation of 
EMF balance under which voltage UA is examined as 
action of a network in relation to the primary winding 
of the transformer. EMF (iAr 1) determines 
counteraction which meets a current iA, proceeding on 
a conductor with resistance r 1.

As the transformer works in an asymmetrical mode 
and can enter a mode of saturation at its description it 
is necessary to take into account nonlinearity of 
magnetization current f(i0).

Besides character of loading has the big value under 
the development of mathematical model of object. At 
the mathematical description of the loading block it 
was taken into account that the secondary winding of 
the furnace transformer is connected into a triangle, 
and furnace electrodes connect resistance of loading 
into a star. Resistance of loading was represented in 
actively inductive form. 

The mathematical description 
Using Kirchhoff laws for the analysis of power 

system work the circuit is broken into several parts: the 
primary winding, the secondary winding of the 
transformer, filter compensative device. 

The primary winding of the transformer is 
characterized by the following equations: 

;00111 irIr
dt

dIL
dt

dWU A
AA

A

(4) ;00111 irIr
dt

dI
L

dt
d

WU B
BB

B

;00111 irIr
dt

dI
L

dt
d

WU C
CC

C

.0iiii CBA

where: 
r0 – active resistance of a zero wire between 

network and furnace transformers; 
W1 – coils amount of primary winding of the 

furnace transformer; 
L 1– leakage inductance of primary winding of the 

furnace transformer; 
Magnetic system of the transformer: 

(5) 

;

;

;

;

001
,

21

001
,

21

001
,

21

0

riWiWiW

riWiWiW

riWiWiW

mmCC

mmBB

mmAA

CBA

where: 
i0m – magnetic current of the furnace transformer; 
r0m – magnetic resistance; 

0 – a fictitious zero flux of the transformer. 
The secondary winding of the transformer is 

characterized by the following equations: 

(6)
;

;

;

''
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iii
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ir
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W
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ir
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dt
di
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where: 
W2 – coils amount of secondary winding of the 

furnace transformer; 
L 2 – leakage inductance of secondary winding of 

the furnace transformer; 
r 2 – active resistance of secondary winding of the 

furnace transformer; 
Filter compensative device is characterized by the 

following equations: 

;011

1111

CAACACBBCBB
B

B
A

AA

irUirUIr
dt

dIL

dt
dWIr

dt
dIL

dt
dW

(8)  

;011

1111

CBBCBCCCCCC
C

C
B

BB

irUirUIr
dt

dIL

dt
dWIr

dt
dIL

dt
dW

;rr
r

rCC ir
dt
diLUri

;
dt

dUCi c
C

(9) ;rCS iii
;2

'
1 iiiS

;0SCSBSA iii
where: 
UCA , UCB , UCC – voltage drop in capacitive 

elements FCC; 
UC – voltage vector in capacitive elements FCC; 
iCA, iCB , iCC – currents on active element FCC;
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irA , irB , irC – currents on active - reactive elements 
FCC;

Lr, rr – value vectors of inductive and active 
elements FCC;

iC– a current vector in active elements FCC;
r – a vector of active resistance FCC;
C – a value vector of capacitive elements FCC; 

Results of modeling 
Modeling of system was carried out in MatLab 

environment. The equations wrote in relative numbers, 
recognizing that RRL = 1  LRL = 1,5 RRL. All other 
parameters of system among which are resistance of 
windings, their inductance, amount of transformer 
coils, transformer currents, a submitted voltage are 
considered proportional to RRL and LRL.

Diagrams of voltage and current transients of the 
transformer primary winding , the system designed on 
model are represented on fig.3, and on fig.4 the data 
received in the real system (bus-bar 35 V). Apparently 
diagrams are identical; therefore it is possible to speak 
about adequacy of model to real system. 

The equalizer of reactive component of current is 
carried out by a principle of step regulation of 

compensating capacity and smooth readjustment of 
inductance. The device compensating once given size 
and loading character was created under modeling 
system. The diagrams of voltage and compensated 
current are given on fig.5. As we can see from figure 
diagrams inphase that speaks about correct adjustment 
of the equalizer. 

Conclusion
Presence of the developed mathematical description 

of electro supply system allows carrying out the 
automated calculation of parameters of electric power 
quality, such as: asymmetry of phase-to-phase voltage, 
factor of distortion in system etc. Except for that a 
number of control systems, parameter stabilization of 
power supply system by enterprise, providing for 
comparatively high parameters of electric power 
quality is developed on the basis of the received model. 
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Computer program for setting of earth protection in electric power 
networks of average voltage

Mediha Mehmed-Hamza and Anton Filipov

Abstract When computing the settings of the earth 
protection problems usually arise in connection with the 
precise determination of their selectivity and sensitivity, 
namely with computation of the own capacitive currents 
of the terminals and of the current of zero sequence in 
ground circuit. The created computer program allows in 
a dialog mode to introduce data for the terminals that 
feed the power transformer, the loads and others, of a 
concrete electric network. Also, to determine the 
capacitive currents of the terminals, the currents at the 
beginning of the terminal in a three-phase short and 
ground circuit at the end nodes of the terminal. On the 
basis of thus obtained data the settings of the earth 
protection can be determined.
Keywords: earth protections, power networks of average 
voltage

Computer program for setting of earth 
protection

When designing earth protections, filters for zero 
sequence currents and voltages are used. A three 
transformer filter is used in overhead lines, and a current 
transformer of Ferranti type is used in cable lines. When 
computing the settings of earth protections, the usual 
problems refer to determining the own capacitive currents 
of the terminals and computing the zero sequence current 
in earth connection of the terminal. 

When setting earth protections which use a current 
transformer of Ferranti type, the value of the shock 
coefficient (Coefshock) is decisive. The sensitivity and 
velocity of the protection will change depending on the 
value assigned to the shock coefficient. 

The current for triggering the earth protection is 
determined by [1]: 

(1) ep saf shock 0i phaseI =Coef Coef 3 C U ,

where Coefsaf=1.1-1.2- coefficient of safety, C0i – 
capacity of the phase wire of power distribution line i in 
relation to the earth, Uphase – phase voltage before 
occurrence of the earth connection. 

The coefficient of sensitivity is determined by the 
expression [1]: 

(2) min
sens

ep

3 0Coef
I

I
,

For the shock coefficient and the time of triggering 
the earth protections (tep) the following values are used 
[2]: 

- Coefshock=1, at which the time of protection 
triggering must be as follows: 

tep 0.1 s for overhead (mixed) terminals; 
tep 0.05 s for cable terminals; 
- Coefshock=5, at which the time of protection 

triggering must be as follows: 
tep 0.05 for overhead (mixed) terminals ; 
tep 0.03 for cable terminals. 
In earth protections which use a three transformer 

filter, the setting of the earth protection is done by the 
following algorithm [1]: 

(3) min,ep saf non-b nomCoef Coef  II ,

where Coefsaf=1.3 to 1.5- coefficient of safety, Inom – 
nominal primary current of the current measuring 
transformer; Coefnon-b = 0.05 to 0.1 – it reads the error of 
the current measuring transformer, the influence of the 
aperiodic  component in the current and the inequality of 
the current measuring transformers. 

By help of the minimum setting-up current computed 
in this manner (Imin,ep), the maximum coefficient of 
sensitivity can be determined (Coefsens,max):

(4) min
sens,max

min,ep

3 0Coef
I
I

,

where 3I0min – the triple minimum current of zero 
sequence. 

By taking into account the coefficient of sensitivity 
(Coefsens), which is to read the influence of the transient 
resistance too, we can also determine the maximum value 
of the triggering current for earth protections (Imax,ep)
using a three transformer filter. This is done by the 
formula 

(5) min
max,ep

sens

3 0I
Coef

I

With an active resistance of 40  at the star center and 
transient resistance of 100 , the coefficient of sensitivity 
is 4. The maximum setting-up current of the earth 
protection is determined by Coefsens=4.

By the minimum triggering current of the earth 
protection computed in this manner, a check is made for 
unsetting from the own capacitive current (1) and from 
the zero sequence current as a result of asymmetry (6). 
10% asymmetry is assumed in the elements of the power 
network (distribution lines and loads). 
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(6) min,ep asI  >3 0I
The created computer program offers the possibility, 

for a concrete power network, to determine the capacitive 
currents of the terminals, the currents at the beginning of 
the terminal in three phase and one phase short circuit at 
the end nodes of the terminal and the setting of the earth 
protection by the algorithms given above. 

The main program menu is shown in Fig.1. 
The algorithm of the program is built of 5 

independent modules. 
Module 1 “Review and correction of catalogs” 

presents catalog data about the used wires and 
transformers in networks of average voltage. Block 1.1 
“Wires“ stores catalog data about the types of wires, 
Block 1.2 “Transformers AV/LV“ stores data about the 
decreasing power transformers of average/low voltage in 
use at present, and Block 1.3 “Transformers HV/AV“ 
stores data about the supplying power transformers. Each 
of Blocks 1.1, 1.2 and 1.3 offers the possibility to record 
(1.1.1 “Record“) and update (1.1.2 “Update“), to receive 
instructions on the operation steps of a block (1.1.3 
“Help“) and to exit (1.1.4 “Exit“). 

Module 2 “Review and correction for a minimum and 
maximum loading mode of the network” is made up of 
three blocks. Block 2.1 “Review“ is where the data about 
the power network are entered – about the supplying 
power transformer, power distribution lines, loads, 
nominal primary and secondary current of the measuring 
current transformers in use at present and also the names 
of the terminals. 

Block 2.1 offers the possibility to review and correct 
existing files with data (2.1.1 “Loading of a file with 
data“) and to record these data (2.1.2 “Recording of a file 
with data“). 

Block 2.2 “Correction for minimum“ is where files 
with data can be selected (2.2.1 “Selecting a file with 
data“) and the loading of the terminals can be altered for 
a minimum mode (2.2.2 “Correction“). 

Block 2.3 “Correction for maximum“ functions 
similarly to Block 2.1 for maximum loading mode of the 
network. For both the blocks, by default, a correction is 
offered which is 0.2 of the power capacity of the 
supplying power transformer in minimum mode, and 0.8 
in maximum mode respectively. 

Module 3 “Preparation of the data for transient and 
established mode“ allows the possibility to select the exit 
file with data in which the data are recorded in the 
necessary format so that the program could be used for 
computing currents and voltages with earth protections in 
transient mode - “PZS“ (Block 3.10) and in established 
mode -“Analysis“ (Block 3.2)  

Module 4 “General characteristic of the power 
network“ is where the parameters of the power network 

can be computed and visualized. By help of Block 4.1 
“Computing“ the following can be computed: the 
summary power of the loads, the summary length of the 
terminals, the summary length of the overhead and cable 
part of the terminals, the summary capacity of the 
network, the capacity of zero and straight sequence of the 
individual terminals and so on. Block 4.2 is where the 
computed data can be visualized.

Module 5 “Setting of earth protections“ consists of 
three blocks. 

By help of Block 5.1 “Computing“, after selecting a 
file with data (5.1.1 “Selecting a file with data“) and 
entering the data about the star center of the supplying 
power transformer (5.1.2 “Data about the star center“), Y 
– matrix of the network is formed and the currents at the 
earth connection (k(1)) are computed, at the three phase 
short circuit (k(3)) and at 10% asymmetry. Computation is 
made for all end nodes of the reviewed terminal. The 
obtained results are used in 5.1.4 “Computing the settings 
of earth protections“. For each terminal a check is made 
for the beginning of a terminal – overhead or cable one. 
Depending on this, the setting-up current is computed and 
the coefficient of sensitivity and the time of setting-up the 
earth protection are determined. When computing the 
coefficient of sensitivity, the minimum value of the 
current at earth connection in the end nodes of the 
reviewed terminal is taken. Here a check is made whether 
the computed setting-up current is larger than 3I0 at 10 % 
asymmetry.  

Block 5.2 “Visualization“ is where a file with data 
can be chosen and the results from Block 5.1 can be 
visualized for all terminals in the reviewed power 
network. 

Block 5.3 “Ikc/Terminal“ is used to select a concrete 
terminal in the reviewed network, to visualize the 
currents at three phase and earth connection in the end 
nodes of the terminal and to set the earth protection . 

Fig.2 shows the window of Module 4.
The visualization of the obtained results from the 

computations in Module 5 “Setting of earth protections” 
is shown in Fig. 3, where besides the parameters for 
setting by current (Iep) and time (tep) information is also 
given about the provided coefficient of sensitivity 
Coefsens at the respective settings. 

Fig. 4 shows the visualization of the data about the 
currents at earth connection and three phase short circuit 
in the end nodes of a given terminal as well as the setting 
of the earth protection with a provided coefficient of 
sensitivity (Block 5.3).  

Fig. 5 shows the block schematic diagram of the 
algorithm for setting the earth protections in power 
networks of average voltage . 
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Fig.1. Main menu of the program for computing the settings of earth protections in power networks of 20 kV. 

Fig.2. General characteristic of the power network. 
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Fig.3. Visualization of the “Adjustment of the earth protections”. 

Fig.4. Visualization of the currents in failures at the end nodes 
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Fig.5. Block schematic diagram of the algorithm for setting earth protections in power networks 

Conclusion
By the values of the shock coefficient proposed here, 

which is bound to the decrease of the time of triggering 

of earth protections, the sensitivity and velocity of the 
earth protections are increased. 

The lower values of the times of triggering are not a 
problem taking into account that digital relay protections 
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and fast breakers have massively been introduced into our 
electric power system over the past years.

1. The proposed methodology of setting the earth 
protections takes into account the configuration of the 
power network, the type of the terminal and the current 
measuring transformers in use.   

2. The developed computer program, through 
assigning input data, can automatically compute the 
settings of the earth protections by the triggering current 
and by the time of delay which are necessary to provide 
its selective function, and it also evaluates the level of 
sensitivity with these settings.

3. The computer program for setting the earth 
protections in power networks of average voltage 
considerably shortens the time for determining the 
settings of the earth protections and does not require any 
specialized knowledge on the part of the user.  
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Computer Graphic Processing of Discretely Registered Electrical 
Quantities in Electric Power Objects

A. Filipov, M. Mehmed-Hamza, St. Andreev 

Abstract: The registration of processes in electric power 
industry is possible by using analog and digital 
oscilloscopes and spectroanalyzers. The selection of 
measuring or registering equipment is done depending on 
the concrete signals, their form and duration. The 
modern digital equipment gives the possibility to obtain 
discrete values of the measured signal and to transmit 
them from the measuring device to the personal computer 
in binary or textual form. For the subsequent research 
and computation it is possible to use suitable 
mathematical and graphic software of Matlab, Mathcad 
and other types. 
This publication presents a program which allows 
graphic processing of discretely registered signals. We 
have applied an approach of incorporated usage of 
expansion by Furiet and mono-dimensional 
decomposition combined with the possibility to determine 
the level and the coefficients of the polynomial of the 
investigated signal. 
The program allows fast and convenient processing of 
large arrays of digital data. The feasibility of this 
methodology is in research and analysis of concrete 
discretely registered processes. 

Keywords: Experimental Results Processing

Computer Graphic Processing 
In electric power industry, the measured electric 

quantities are usually current, voltage, power and energy. 
Of particular interest are the moment, maximum 
(minimum) and effective values of these quantities. There 
is a wide range of measurement and registering devices –
conventional ones, mostly of arrow-type, as well as 
digital. The selection of measurement or registering 
equipment depends on the concrete signals, their form 
and continuance. As regards the devices, measurement of 
slowly changing quantities is a comparatively easy task. 
Registering of fast changing processes, such as 
transitional processes in electric power industry is 
possible by using analog and digital oscilloscopes and 
spectrum analyzers. The modern digital equipment gives 
the opportunity to obtain discrete values of the measured 
signal and to transmit them from the measuring device to 
a PC in a binary or text form. Some of measurement 
equipment manufacturers also offer multi-feature 
software but its capacities are still limited. When 
registering certain processes a high level of signal 

discretization is desirable or necessary but there are cases 
when this advantage is undesirable. 

It is possible to use suitable mathematical and 
graphic software, such as Matlab, Mathcad and others to 
investigate and compute. 

To achieve a higher level of a detailed 
investigation in the program packages listed above, 
several approaches are possible. Matlab offers the 
opportunity for the signal under investigation to be drawn 
as a graph identical to that of an oscilloscope. The Basic 
Fitting function allows for finding an equation of 
polynomial up to tenth power and overlapping it over the 
basic signal. In most cases, the order of this polynomial is 
sufficient, and the coefficients and the equation can be 
written in a very convenient form. The opportunity to 
compute the function Y=f(X) by an assigned value of X 
is exceptionally felicitous. 

Regardless of the listed opportunities and 
advantages, the limitation in the order of the polynomial 
and the necessity to manually enter scale coefficients, 
necessitated the development of the program 
“Graph_processing” whose general layout is presented in 
Figure 1. 

The requirements on the program are: the input 
value is to be recorded in mat file, and the variable “v” is 
to be a matrix of N rows and one column. In case the 
values of time “t” are known, the matrix is the same as 
the preceding one, in the contrary case v=f(t) is drawn 
with a time unit of one t=1:1:N.

The functional opportunities of the program are: 
correction of the signal in relation to a conditional 
zero axis (chosen by mouse or key board); 
assigning of scale coefficients along two axes; 
assigning of limits to the start and end time; 
assigning of the number of repetition cycles of the 
creeping integration method; 
“Filtering” of the signal by breaking it into its 
componential, more elementary wavelets (de-
noising using wavelets); 
assigning of a polynomial up to 160 row and 
comparing of the mean quadratic error between the 
signal and polynomial; 
comparing of the input signal with the obtained 
images; 
determining of the frequency spectrum of the signal 
through expanding in a Fourier series in relative 
units in relation to the basic component (50 Hz); 
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computing of the maximum and the effective value 
of the signal; 
recording of the obtained results in mat files; 

The program has two main windows. Fig. 1 
shows a block schematic diagram of the developed 

program; the blocks which refer to the first window, 
performing the first seven functional opportunities, are 
marked in yellow, as shown in Fig. 2, and the blocks 
referring to the second window are marked in green. 

Fig.1. Block schematic diagram of the developed program 

Fig.2. Window  program 
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Fig.3. Signals 

Fig. 3 shows part of the input signal and the 
alternative signal is overlapping after creeping averaging 
has been done (interpolation button). The number of 
loaded points describing the signal, is considerably 
decreased, and the curve is smooth. The input signal is 
discretized at L even intervals t in which approximation 
by a straight line is possible. The number of data on 
discretization by time - L is determined by the number of 
input data, and by using the button “Cycles” the number 
of cyclic computing of equation 1[1] can be determined.  
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A suitable wave function can be chosen by 
“Level” button , and the result from the third graph in 
Fig. 1 is compared with the interpolated signal. Type 
functions of Wavelet Toolbox are used and the 

coefficients and their lengths are obtained by means of 
the inbuilt function wden [4]. For functions which can be 
determined by a suitable polynomial, the power of the 
polynomial is assigned and the polynomial and mean 
quadratic error are overlapped in the same figure. 

By means of the second window of the program 
the effective and maximum values of the signal can be 
determined, a discrete Fourier transformation is done [2, 
3] in equations 2 and the values of 1, 2, 3, 5, 7, 9, 11 
harmonics are computed in named and relative units in 
relation to the first one. Frequency 50 Hz is assumed as 
the first. The amplitude-temporal and amplitude-
frequency characteristics are graphically represented in 
Fig. 4. 

Fig.4. Signals 
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Measures have been taken that the program does not 
allow error while performing the succession of 
operations; for example, it is impossible to repeat 
operations which will change the parameters of the input 
signal in the course of processing. The program can also 
be used for processing of other discretely registered 
quantities, such as temperature, pressure and others. 
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Fuzzy Logic PWM Current Controller based Shunt Active Power 
Filter for Power Quality Compensation 

K. Cagatay Bayindir, Mehmet Tumay, M. Ugras Cuma 

Abstract: In this paper a fuzzy logic PWM current 
controller is presented for a shunt active power filter. The 
advantage of the proposed controller over conventional 
hysteresis controller is fixed switching frequency, less 
switching loss and improved ripple content. Due to 
flexibility of fuzzy logic, the controller can be tuned 
according to required filtering performance. The 
proposed controller is presented in detail and 
performance of the proposed system is validated through 
simulation studies. 

Keywords: fuzzy logic, current control, switching 
converters, active power filters 

Introduction
In recent years, shunt active power filters have 

appeared as an effective method to solve the   problem of 
harmonics and reactive power compensation. Since load 
harmonics to be compensated may be very complex and 
changing rapidly and randomly, active power filter has to 
respond quickly and work with high control accuracy in 
current tracking. It is clear that active power filter current 
control technique is the key issue of its performance [1].  
For active power filter applications, the hysteresis-band 
current control shows a superiority with respect to other 
techniques due to its quick response, good accuracy, 
simple implementation and inherent peak current limiting 
capability. However this technique presents variable 
switching frequency, which makes difficult the inverter 
input passive filter design and can provoke undesirable 
resonance situations [2]. For this reason the emphasis is 
on developing fixed frequency current controllers for 
active power filters.

Recently, fuzzy logic controllers have generated a 
good deal of interest in certain applications. The 
advantages of fuzzy logic controllers over conventional 
controllers are that they do not need an accurate 
mathematical model, they can work with imprecise 
inputs, can handle non-linearity and they are more robust 
than conventional nonlinear controllers. 

In this paper a fuzzy logic PWM current controller 
based shunt active power filter is presented.  
Instantaneous reactive power theory is used to generate 
reference currents and a fuzzy logic PWM current 
controller in combination with a PI controller for DC link 
voltage regulation enables tracking the reference current. 
To provide the switching actions of active power filter the 
rules of the fuzzy logic controller with their membership 
functions are defined.  The use of fuzzy logic controller 
in the control loop will reduce the cost of the active 

power filter because there is no need to use so accurate 
devices for measuring load current and obtaining 
reference current. It also enables fixed switching 
frequency and lower switching losses compared to 
conventional hysteresis controller. Besides it has much 
flexibility than other controllers and parameters can be 
tuned according to desired performance. Current 
controllers based on fuzzy logic are mentioned in [3] and 
[4]. However, it is difficult to understand the operation of 
whole system and no detailed simulation results are 
given. The models also are not presented in detail and 
only results are emphasized. In this paper fuzzy logic 
PWM current controller based shunt active power filter 
model is presented clearly and in a detailed manner so 
that the reader can easily understand and use the model 
for his further studies. Performance of the modeled shunt 
active power filter is illustrated by considering a six pulse 
fully controlled bridge rectifier supplied from a typical 
distribution system. The performance of the current 
control achieved with fuzzy logic is also compared to 
hysteresis current control. The proposed system not only 
cancels harmonic currents but also compensates reactive 
power to unity pf. The proposed fuzzy logic PWM 
current controller can also be used in other converter 
control applications.  

System Description 
The active power filter uses power electronic 

switching to generate harmonic currents that cancel the 
harmonic currents from a nonlinear load. The approach is 
based on the principle of injecting harmonic current into 
the AC system, of the same amplitude and reverse phase 
to that of the load current harmonics.  

The main components of the active power filter 
system are as follows.  

Mains supply  
Nonlinear load  
Active Power Filter 

o Voltage source inverter and interface reactor  
(Power circuit) 

o Reference current generator and fuzzy logic 
PWM current controller 

Fig.1 shows the Matlab / Simulink model of the 
designed system including main components of a typical 
active power filter system and their interconnections. 

Mains Supply and Nonlinear Load 
Mains supply is a three phase 380V 50 Hz wye 

connected power supply with a grounded neutral. The 
nonlinear load is a 400 kVA three phase fully controlled 



502

six-pulse bridge rectifier feeding a DC motor. Firing 
pulse of the rectifier is selected as 10  for the simulations. 

Voltage Source Inverter and Interface Reactor 
The voltage source inverter used in the active filter 

makes the harmonic control possible. This inverter uses a 
dc capacitor as the supply and can switch at a high 
frequency to generate a signal that will cancel the 
harmonics from the nonlinear load. 

The current waveform for canceling harmonics is 
achieved with the voltage source inverter and an interface 
reactor. The interface reactor converts the voltage signal 
created by the inverter to a current signal. The desired 
waveform is obtained by accurately controlling the 
switches in the inverter. Control of the current wave 
shape is limited by the switching frequency of the 
inverter and by the available driving voltage across the 
interface reactor. The driving voltage across the interface 
reactor determines the maximum di/dt that can be 
achieved by the filter. Sizing of the inductor value must 
take into account control of the inverter switching 
frequencies and the characteristics of the nonlinear load 
to be compensated. 

Nominal d.c. bus voltage must be at least 2 Vrms in 
order to assure control over the shape of the active power 
filter current at all times. To charge and maintain 
adequate charge on the d.c. side capacitor, a PI regulator 
is used to control the flow of real power from a.c. side 
towards the d.c. side of the converter. Since the converter 
is designed only to compensate harmonics and reactive 
power, this real power transfer merely compensates the 
losses in the voltage source inverter. The choice of 
capacitance value and capacitor type depends on both the 
minimum necessary d.c. bus voltage that it must support 
and also the rms and harmonic components of the current 
that pass through it.  The capacitor must be capable of 
handling the required rms current without overheating 
and the harmonic components should not cause excessive 
ripple on the d.c. bus voltage. This knowledge is utilized 
in rating the converter switches [5]. 

Reference Current Generator and Fuzzy Logic 
PWM Current Controller 
The control circuit is composed of reference current 
generator and current controller. In this shunt active 
power filter, control is accomplished by monitoring the 
three phase line currents to the nonlinear load and the 
three phase line-to-neutral voltages at the load bus, and 
then generating the three phase reference currents that 
should be supplied by the voltage source inverter using 
the Instantaneous Reactive Power Theory based method.  
In [6] and [7] the general definitions of Instantaneous 
Reactive Power Theory is presented. By using the 
Instantaneous Reactive Power Theory, the transformation 
of the three-phase bus voltages va, vb and vc and the 
three-phase nonlinear load currents iLa, iLb and iLc into the 

–  orthogonal coordinates gives the following 
expressions:
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The instantaneous real power pL and the instantaneous 
reactive power qL on the load side can be defined as: 
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Fig.1. Matlab/Simulink model of the designed system. 
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Lp  and Lp~ are the dc and ac components of  Lp .
Likewise, Lq and Lq~ are the dc and ac components of Lq ,
respectively.

In the calculation circuit of the compensating 
reference currents, the following expression results: 

(6)  
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where ploss is the instantaneous real power corresponding 
to the loss of the active filter which is necessary for DC 
capacitor voltage control and p* and q* are given by 

(8) Lpp ~*  and Lqq*

The DC bus voltage VDC of the voltage source 
inverter cannot be kept constant; owing to the power loss 
of the inverter circuit as no suitable DC voltage control 
circuit is used. This problem can be solved by controlling 
the magnitude of mains current. A PI controller is used to 
control the DC capacitor voltage.  

Once the compensating currents are detected, they are 
used as a reference signal in the inverter current control 
loop and thus compared with the real voltage source 
inverter currents to generate the switching pulses. Fuzzy 
logic PWM current controller generates the necessary 
switching pulses for the voltage source inverter to track 
the reference current.  These filtering actions result in 
harmonic cancellation and reactive power compensation 
at the source side. 

The Matlab / Simulink model of the fuzzy logic PWM 
current controller is shown in Fig.2. In Fig.2 Iref is a 
vector of the desired compensation current reference 
signals. Iapf is a vector of the fed back actual voltage 
source inverter output currents. Memory block is a 
requirement of the simulation program. Iref and Iapf 
signals are each demultiplexed to 3 signals phase A, B 

and C reference current signals and phase A, B, and C 
actual fed back current signals. Reference and actual 
signals are compared and error is obtained. Error signal is 
discretized using a hold and sample function. By using a 
unit delay, error rate is also obtained. Error and error rate 
being multiplied by gains and passing through saturation 
blocks are inputs to the fuzzy logic controller through a 
multiplexer. The output of the fuzzy logic controller is 
compared by a PWM carrier signal to obtain the firing 
pulses through a relay. The PWM signal is obtained by 
the comparison of the fuzzy logic controller crisp output 
with the sawtooth carrier signal and the result of the 
comparison will denote how fast the active power filter 
current must be increased or decreased respectively. The 
constant switching frequency will cause reduction in high 
frequency harmonics of inverter output current and lower 
stresses on the semiconductor devices. The self controlled 
DC link is used with PI controller to stabilize the 
capacitor voltage having zero steady state error. Current 
compensation is done in time domain leading fast time 
response [4]. 

The outputs of the relay blocks are directly fed as the 
firing pulse of upper bridge device of each leg of the 
inverter and NOT of that signal is fed as the firing pulse 
of lower bridge device of each leg. This is necessary for 
operation and avoiding the conduction of same leg 
switches simultaneously. 

Proposed Fuzzy Logic Controller  
In a fuzzy logic controller, the control action is 

determined from the evaluation of a set of simple 
linguistic rules. The development of the rules requires a 
thorough understanding of the process to be controlled, 
but it does not require a mathematical model of the 
system [8]. In fuzzy logic, the linguistic variables are 
expressed by fuzzy sets defined on their respective 
universes of discourse.  Fig.3 shows the structure of the 
fuzzy logic controller. The input variables for the 
necessary control action of active power filter are the 
error between active filter output current and the 
reference current and the rate of change of error. The 
output of the fuzzy logic controller is a reference signal to 
be compared with the sawtooth PWM carrier signal to 
generate the necessary switching actions.  

Fig.2. Matlab/Simulink model of fuzzy logic PWM current controller.
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The fuzzy logic controller is characterized as follows: 
three fuzzy sets for each of the two inputs; 
three fuzzy sets for the output; 
triangular and trapezoidal membership functions; 
fuzzification using continuous universe of 
discourse; 
implication using the "min"  operator; 
Mamdani fuzzy inference mechanism based on 
fuzzy implication; 
Defuzzification using the "centroid" method; 

Fig 3. Structure of fuzzy logic controller 

The decision making by the use of the data about the 
error between the actual current and the reference current 
and the error rate is done by the inference about 
corresponding rules to make the actual active power filter 
current to track the reference signal. The membership 
functions for inputs and output are shown in Fig.4. 

a) Membership function for error 

b) Membership function for errorrate 

c) Membership function for actuatinsig 

Fig.4. Membership functions used in fuzzification.  

The linguistic rules for the fuzzy logic controller are 
tabulated as follows.  

Table 1 
Rule table for the fuzzy controller 

errorrate
error

   NEG               ZERO               POS 
INC INC DEC 
INC CONS DEC 

NEGDOT 
ZERODOT
INCDOT INC DEC DEC 

Simulation Results 
In this part simulation results for the system shown in 

Fig.1 is presented. The nonlinear load current and the 
compensated source current by the fuzzy logic PWM 
current controlled active power filter is shown in Fig.5 

a) Nonlinear load current b) Source current 

Fig.5. Load current and compensated source current.  

Nonlinear load is a three-phase six-pulse fully 
controlled rectifier driving a dc motor.  The line-line 
voltage, the value of interface reactor, dc bus voltage set 
value and dc bus capacitance is 380 V, 90 H, 650 V and 
10 mF respectively.  As seen from the figures harmonic 
and reactive power compensation is performed. The THD 
of load current is 25.05 while that of source current is 
0.61. Fig.6 shows the reference current for the fuzzy logic 
PWM current controller and the actual active power filter 
current. As seen from the figure the current tracking 
capability of the fuzzy logic PWM current controller is 
very good.  

         a) Reference current         b) Active power filter current 

Fig.6. Reference current for the fuzzy logic PWM current 
controller and active power filter  

Among the various current control techniques, 
hysteresis control is the simplest and most extensively 
used technique. However, a fixed-band hysteresis current 
control has drawbacks on various switching frequencies 
and has large ripple current [8]. Results for a 
conventional hysteresis controller and the proposed fuzzy 
logic PWM current controller are also compared. With all 
other parameters and the maximum switching frequency 
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the same, results for the same active power filter with a 
hysteresis current controller is obtained. 

Fig.7 and Fig.8 show one cycle and magnitudes of 
harmonics in % of fundamental component of nonlinear 
load current, source current for hysteresis current control 
and source current for fuzzy logic PWM current control. 
Magnitude of the fundamental component of load current 
is 890 A. THD of the nonlinear load current is 25.05, 
while the THD of source current for the hysteresis current 
control and proposed fuzzy logic PWM current control 
are 0.83 and 0.61 respectively.  

Fig.7. One cycle and magnitudes of harmonics in % of 
fundamental component of nonlinear load current 

Fig.8. One cycle and magnitudes of harmonics in % of 
fundamental component of source current for a) hysteresis 

control b) fuzzy logic PWM current control 

Fig.9 shows the error between reference and actual 
active power filter current for hysteresis current control 
and fuzzy logic PWM current control. As seen from the 
figures error is nearly constant for all times of operation 
for hysteresis control that causes a variable switching 
frequency and large current ripples. For the fuzzy logic 
PWM current control error is variable. This is necessary 
for obtaining optimum conduction times and this is like a 
variable hysteresis band control but much more flexible 
than a variable hysteresis band control. During one 
operation cycle, the difference between the dc bus voltage 
and the line voltage is changing and this causes variable 
di/dt filtering capability of the active power filter.  

a) Hysteresis control b) Fuzzy logic control 

Fig.9. The error between reference and actual active power 
filter current 

This causes a variable switching frequency for 
hysteresis control and this problem is compensated in 
fuzzy logic PWM current control. Besides these, fuzzy 
logic PWM current controller performance can be tuned 
according to desired criteria.    

The dynamic performance of the proposed fuzzy logic 
PWM current controller is also evaluated by changing the 
firing angle of the three-phase six-pulse fully controlled 
rectifier. At time 0.06 second firing angle is increased 
from 10  to 40 . Fig.10 shows the changing load current. 
Fig.11 shows the dynamic responses of hysteresis current 
control and fuzzy logic PWM current control. As seen 
from the figures also the dynamic response of the 
proposed controller is better. The spikes on the source 
current are due to the di/dt filtering capability of active 
power filter that is affected from the value of interface 
reactor and dc bus voltage. 

Fig.10. Load current change for a changing firing angle of 10
to 40  for the nonlinear load at time 0.06 s 

a) Hysteresis control b) Fuzzy logic control 

Fig.11. Dynamic response of active power filter 

Conclusion
In this paper a fuzzy logic PWM current controller is 

presented for a shunt active power filter. The fuzzy logic 
controller has two inputs: the error that is the difference 
between actual active power filter current and 
compensation reference current and the rate of change of 
error. Optimum conduction times and quick response is 
obtained by employing this approach.  Performance of the 
proposed system is evaluated through a case study 
employing a three-phase six-pulse fully controlled 
rectifier driving a dc motor. The advantage of the 
proposed current controller over conventional hysteresis 
current controller is fixed switching frequency, less 
switching loss and less switching ripple. The dynamic 
performance of the proposed current control is also better 
than hysteresis control. Due to flexibility of fuzzy logic, 
the controller can be tuned according to required filtering 
performance. Because high precision data is not required 
for the fuzzy logic current controller, low cost measuring 
devices can be used to implement the system. The 
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proposed current controller can also be used for similar 
converter applications.  
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Assessment of the influence of the tower grounding resistance on the 
lightning overvoltages in the substation  

Danail Dachev,    Valentin Kolev  

Abstract: The paper describes experimental studies of the 
influence of the tower grounding resistance, tower surge 
impedance and soil resistivity. Results obtained from a 
simulation process using the Sigma SPX software 
package are presented. Typical Bulgarian’s high voltage 
substation was studied and was made assessment of the 
influence of the tower grounding resistance on the 
lightning overvoltages. 

Keywords: insulation co-ordination, overvoltages, back-
flashovers, lightning, grounding.

Introduction
 The actual mechanisms by which lightning 

overvoltages can be impressed on the conductors of at 
overhead power line can be of three forms – induced 
voltage; shielding failure and backflash. The induced 
voltages occur when the lightning strikes the earth 
vicinity of the line. Most often, lightning strikes the 
overhead power lines, which are usually shield by one or 
several earth wires. In that case the lightning overvoltages 
are caused by strokes to a phase conductor, shield wires 
or to a tower. Shielding failures occur when lightning 
bypass the shield wire and strike a phase conductor 
directly. Overvoltages caused by this mechanism are 
more dangerous, but their probability is low manly 
determined by the shielding angle. The vast majority of 
the strokes are to a tower or to a shield wire. The 
lightning current reaching the shield wire at a tower will 
divide between each section of the wire and the tower. 
The tower’s voltage is generated by multiple reflections 
at the tower footing and at the tower top, thus raising the 
voltages across the insulator strings. If this voltages equal 
or exceed its withstand level, flashover occur. This event 
is called a backflash. Obviously the backflashovers are 
mainly determined by the insulation level of the power 
line, tower grounding resistance, coupling factors 
between shield wire and phase conductors, span and the 
current waveshape. Soil resistivity is the factor that 
determines what the tower grounding resistance will be. 
The soil resistivity may vary from less than 10 m for 
cinders or brine to more 10 000 m [1] for dry sand or 
gravel. The resistivity of the soil is also influenced by 
temperature. In temperature range from -15  to 20  C the 
resistivity of sandy loam, containing 15,2 % moisture, 
can be vary from 72 m to 3 300 m.  It is obvious that 
soil resistivity and thus tower footing resistance depends 
largely on the water content of the soil and temperature.  

The purpose of this paper is to assess the influence of 
the tower footing resistance on the lightning overvoltages 

and to discuses some results obtain by simulation process 
using the SIGMA SPX digital simulation program 
designed for insulation coordination in high voltage 
substations. 

Modeling
The lightning overvoltages have duration between 1 

and 100 s and front wave lasts between 1 and 5 s [2]. 
Therefore the equipments located in substation – potential 
transformers, current transformers, breakers are presented 
by lumped capacitance. The bus and leads are presented 
by propagation elements with distributed parameters and 
limited distance. Lines connected to the substation are 
illustrated as an infinity line and resistance equal to the 
line surge impedance. 

The equivalent substation diagram generally has 
many points and it is advisable to be simplified. The 
values of the lumped capacitances which are removed can 
be allocate according moments rule described in [3]. 

The study process is related to the IEC 71-2 
procedure, which is described in [4]. This is a statistical 
method, which requires several electromagnetic transients 
computations to the back flashovers and shielding 
failures. 

Back flashovers 
Fig. 1 illustrates the backflash mechanism.  

Fig. 1 Lightning stroke to the tower. 
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The amplitude the impinging surge is given as a 
function of lightning current and tower grounding 
impulse resistance:  

(1) IRCU hcfi ..1
where  
Ui is impinging surge amplitude (kV); 
Cf is coupling factor of voltage between earth wire and 
phase conductor (p.u.); 
Rhc is high current value of the tower footing resistance 
( );
I is lightning current amplitude (kA). 

The lightning current, which is used for the design of 
impinging surge, is determined as a function of 
considered overvoltage return rate Rt and number of 
strokes to ground wires and in the line limit distance Nx:

 (2) 
x

t

N
RIF )(

where  
F is function describing cumulative distribution of the 
current amplitude. 

For high current, representative of lightning, when the 
gradient exceeds a critical gradient E0, breakdown of soil 
occurs. The process is illustrated in Fig. 2.  

Fig. 2 Impulse breakdown of soil.

As the current increases, streamers are generated that 
evaporate the soil moisture, which produces arcs. Thus 
within the streamer and arc zones, the resistivity 
decreases from its original value. This soil breakdown 
can be viewed as increasing the diameter and length of 
the rod. The ionization zone is described by the critical 
field strength E0 at which the radius is equal to r. As the 
ionization increases, the shape of the zone becomes more 
spherical. Thus at high current, the ground rod can be 
simply modeled as a hemisphere electrode. Therefore the 
hemisphere electrode is studied. For the hemisphere 
electrode having a radius r0 low frequency resistance is 
given by equation (3): 

(3) 
0..2 r

Rlc

where 
is the soil resistivity ( .m); 

r0 is radius of the hemisphere (m). 

The current density J at a distance r from the rod and 
the voltage gradient E for an injected current I are: 

(4) 2..2 r
IJ

where  
J is current density (kA/m2);
r is distance from the rod (m). 

(5) 2..2
.

r
IJE

Assuming the soil resistivity is zero within the 
ionization zone means that the perfectly conducting 
hemisphere radius has expanded to a radius r i.e. E = E0,
E0 is the soil ionization gradient with recommended value 
400 kV/m. Replacing r0 with this new radius and we 
receive the equation (6): 

(6) 
I

ERhc ..2
.0

where  
Rhc is the high current value of the tower footing 
resistance.

The impulse resistance is proportional to the 
reciprocal of the square root of the current, or on log-to-
log scale as in Fig.3 [5]. 

Fig. 3 Impulse resistance of hemisphere.

However, the relationship does not exist until there is 
sufficient current to produce the critical gradient E0 at the 
surface of the sphere. To determine this current Ig, set 
r=r0, E=E0 and I= Ig in Eq.5, we obtain: 

(7) 2
00

2 .
.2
1...2

lc
g R

EErI

Then substituting Eq.7 into Eq.6, we obtain: 

(8) 

g

lc
hc

I
I

RR

For the rod electrodes the Eq.8 is applicable for 
currents above Ig. The desire is to remake this equation 
for ground rods noting that for high currents, rods act as 
spheres. Therefore it is only the initial portion of the 
function that needs modification: 
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(9) 

g

lc
hc

I
I

RR
1

where 
Ig is the limit current represents the soil ionization and is 
given by Eq.7. 

Shielding penetration  
Fig. 4 illustrates the shielding failure mechanism. 

Fig. 4 Lightning stroke to the phase conductor. 

The lightning current injected into phase conductor 
will tend to flow in the both directions along the 
conductor and traveling waves will be initiated in each 
direction of peak amplitude U given by equation (10): 

(10) 0..
2
1 ZIU

where  
Z0 is the surge impedance of the conductor ( ), which is 
function of the conductor radius r and height h above 
ground: 

(11) 
r
hZ 2ln.60

The surge impedance of the single conductor can be 
varying in a narrow band between 400 and 500 ohms. 

The lightning current I determining the impinging 
surge is determined using equation (12): 

(12) 
p

t
m N

RIFIF

where  

F(Im) is the lightning current probability corresponding to 
the maximum shielding current; 
Rt is the considered return rate; 
Np is the shielding penetration rate within the limit 
distance.

In the determination of the impinging surge 
amplitude, several iterations are performed for the correct 
determination of the phase conductor corona radius. In 
the termination of the impinging surge steepness, 
steepness related to the stroke current is also taken into 
account. Overvoltage generated by the lightning stroke to 
a phase conductor is compared with line insulation volt-
time curve. For the cases without flashovers, the 
impinging surge with liner tail is taken. When flashover 
happens, it normally occurs across an insulator string at a 
tower, impinging surge chopped at wave tail is taken. 

The steepness of the impinging overvoltage may be 
assumed to correspond to equation (13): 

(13) 
sco

i XK
S

.
1

where  
Si is the impinging surge steepness (kV/ s);
Kco is the corona damping constant ( s/(kV.m)); 
Xs is the surge travel distance (m). 

Results and discussion 
In this section we will describe the results of a 

calculation of lightning overvoltages with the SIGMA 
SPX digital simulation program, using the example of a 
110 kV. 

The limit distance of the incoming line is accepted 
1000 m. The surge impedance of line is about 480 . The 
distance between towers, the span is about 250 m. The 
selected distance from, which strokes will be injected in 
the IEC procedure is 250 m. In this procedure the 
software generate a sufficient number of lightning 
strokes. The keraunic level in a region is 39 thunderstorm 
days per year Td. The maximum current in the back 
flashover BFO simulations is selected about 250 kA. The 
low frequency, low current grounding resistance of the 
towers Rlc is changed from 5  to 30 , the soil 
resistivity  is changed also from 25 .m to 1200 .m. 
Permissible values of the low current tower grounding 
resistance Rlc are depending on soil resistivity  and they 
are listed in Table 1 [6]. 

Table 1 
Maximum permissible values of the low current tower 

grounding resistance Rlc

Soil resistivity , .m Low current tower 
grounding resistance Rlc,

up to 100 10 
from 100 to 500 15 

from 500 to 1000 20 
over 1000 30 
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Fig. 5 and 6 gives the results of overvoltages by back 
flashover as a function of the soil resistivity and 
respectively of the low current value of the tower 
grounding resistance Rlc. The curve 1 is obtained for the 
node, in which is connected the power transformer. The 
power transformer is protected by surge arrester and for 
that reason the values are approximately equal to the 
residual voltage Ures at the surge arrester. The curve 2 
gives the overvoltages obtained in the substation entrance 
node at the line disconnector.  

When the obtained amplitudes are higher than 1,6 
times the negative flashover of the line insulation, an 
impinging surge with this amplitude is used. For that 
reason the curves have approximately straight part after 

= 250 .m, when for some case the amplitude is higher 
than 1,6 U-50% of the line insulation. 

Fig. 5 Overvoltages as a function of soil resistivity .

Fig. 6 Overvoltages as a function of grounding resistance. 

Fig. 5 and 6 shows the comparison between 
probability curves of overvoltages at different values of 
the soil resistivity. It is obviously, that at higher soil 
resistivity the probability an overvoltage to reach the 
critical voltage value is greater than to the less values of 
soil resistivity. 

Typical of overvoltages oscillation in the substation 
entrance node at the line disconnector, obtained by digital 
simulations of back flashovers are given in Fig. 9. 

Fig. 7 Probability curves of overvoltages in cases of soil 
resistivity  25, 50, 250 .m. 

Fig. 8 Probability curves of overvoltages in cases of soil 
resistivity  250, 500, 800 .m. 

Fig. 9 Overvoltage at the substation entrance node, =250
.m, Rlc=15  . 



511

Conclusion
Calculation of lightning overvoltages requires 

simulation of the electrical equipment, such as for 
example overhead transmission lines, cables, towers and 
substations as travelling wave model. Simulation of 
remote strikes reproduces lightning strike voltages 
corresponding to the standardized 1.2/50 µs impulse 
voltage, while lightning strike currents in the case of 
strikes to towers or direct strikes to the overhead line 
conductor possess a concave wave shape. The peak 
values of the lightning strike currents in the case of direct 
strikes to the overhead line conductor are determined 
essentially by the tower geometry and the shielding effect 
of the overhead earth wires, and are determined 
individually for each substation. The peak values of the 
overvoltages obtained in the case of back flashovers 
depends on a variety factors, among which the most 
important are the tower earthing, the soil resistivity, the 
insulation strength, the height of the overhead line.  

 The use of the SIGMA SPX simulation program 
enables quick and easy calculations of lightning 
overvoltages. The software presents the representative 
overvoltage distribution as a function of mean time 
between voltage return, which enables risk of failure 
determination obtained directly. 

From the above results it may be concluded that the 
variation of the tower grounding resistance and soil 
resistivity must be tack into account at assessment of the 
lightning overvoltages in the substation. 

In the cases when the impinging surge amplitude is 
higher than 1,6 times the negative flashover of the line 
insulation, it is recommended more carefully studies.  
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Possibilities and application of LOVATO Electric’s  
multimeter DMK32 

Vasil – Mario Piperov, Valery  Assev and Georgie Stanchev 

Abstract: The purpose of the following article is to 
present the possibilities of the multimeter DMK32, as 
well as to present the optimal design, production of 
highest quality, distribution and consumption of electric 
energy in energy systems.

Introduction

  An important quality requirement for production 
and consumption of the electric energy and for optimal 
perspective design is accumulation of much variable 
information, i.e. much information about many 
parameters. The advantages of the macro processed 
calculating apparatuses are: 

Possibility of value calculation and registration for 
numerous and various quantities with great precision 
and speed. 
the parameters are measured and registered in 
parallel through independent channels. 
Small amount of consumption which allows high 
sensitivity. 
Peripheral devices can be connected, which allows 
huge amount of data to be saved, presented in 
understandable form; processing of the results and 
duly making of decisions.; possibility of apparatus 
control when an operation is to be done. 

 The multimeters DMK32 are constructed to 
match to the highest degree the mentioned earlier 
advantages. The department of Electric Apparatuses 
at Technical University of Sofia has the DMK32 
multimeter, made by LOVATO Electric’s company, 
used in scientific researches and for educational 
purpose

. The DMK32 multimeter is able to read 
various quantities. 
The DMK32 has the possibility to read in 

parallel up to 32 different quantities, which can be 
grouped in the following order: 

1. Line and phase voltages  
1.1. Each phase voltage separately from each 

line voltage 
1.1.1. Continuous reading  tv1 ; tv2 ; tv3

1.1.2. Indication of maximal and minimal 
value of a defined interval of time. 

1.1.3. Average effective value (TRMS) of the 
phase voltages : 

         
n

tp
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n
pv

1
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1
N , where  p=1, 2, 3.        

1.1.4. Average effective value of the line 
voltages:: 
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1.2. Equivalent phase voltage: 

3
321 NNN

f

vvv
V

1.3. Phase voltage and reading of the nonsine 
(the presence of high harmonics) TND 

1.3.1. Harmonic structure  

2)
2

(2)(

2

2)(

n
vv

nppN

n

np

p

v
v , p=1, 2, 3. 

1.3.2. Relative harmonic structure 

2)(

2

2)(

pN

n

pn

P
v

v
v , p=1, 2, 3. 

2. Phase current of the separate phases: 
2.1. Continuous reading of phase currents : tA1 ;

tA2 ; tA3

2.2. Indication of the maximal and the minimal 
value for a defined interval of time. 

2.3. Average effective vaslue of the phase currents 
(TRMS) 

         2*
1

tp
A

n
pA ,    p=1, 2, 3. 
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2.4. Equivalent current of the three phases together   

3
321 AAAAf

2.5.Phase currnets with indication of the nonesine 
(presence of high harmonics) TND:  

2.5.1. Harmonic structure : 

2)
2

(2
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pn
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n
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p

A
A ,    p=1, 2, 3.       

2.5.2. Relative harmonic structure: 

2
2
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p
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n

pn

p

A
A , p=1, 2, 3. 

3.  Active, reactive and full powers (W, Q, S); 
3.1.Present values for each phase  
3.2.Minimal and maximal values 
3.3. Average values of each phase  
3.4. Average value of the three phases together  

4.  cos  and the power factor (if nonesine is indicated). 
4.1.  Present values for each phase  
4.2.  Minimal and maximal value for each phase  
4.3.  Average value of the three phases together  
5. Average frequency  
6. Phase and line overcompensation  
7. Admissible maximal active and full power  
8. Admissible maximal phase current  
9. The values of the harmonics from the second to the 
twenty-second  for phase voltage and for phase currents 

. Influence of the different quantities 
read about the electric supply and electric 
consumption.

.  Power factor  
1. General information 

 It is know that  
S

W
cos  – or in the presence of 

high harmonics 
'

'

S
W

Pf
cos  (because if 

'WW  then SS ' ). In that case   is the 
angle between the current and the voltage. Because the 
loses in transport and transformation of electric energy 
(or electric energy production) in other ways are 
proportional; to the full current square ( RI 2 ),therefore 

the reactive power 22 PSQ  must be 
compensated. Besides, because of the higher current, 
higher voltage occurs ZIV . , then low voltage 
reaches the consumer. And because the spinning moment 

of the unsynchronized engine 2UM , when the 
mechanical load is too big, the engine can stop, which is 
almost equivalent to short connection. 

In practice improvement of cos   to 1cos  Is 
not attempted for two reasons: 

frequent changes of the active loads, which can 
lead to overcompensation cos ;
when  95,0cos    the increase of 1% is 
possible when the capacity is increased by  10%, 
which raise the cost of the capacitor. 

I. Ways for compensation 

2.1. Individual compensation. To each capacitor, a 
capacitor battery is connected in parallel, controlled by an 
automatic system for regulation.. 
2.2. Group compensation. The capacitor battery improve 
cos  of a group of consumers. 
2.3. Centralized compensation. Except with the capacitor 
battery, a centralized compensation can be accomplished 
with synchronous engine, i.e. by regulation of the direct 
current stimulation. 
 In that case, there’s an objective possibility of 
automated regulation by a computer, connected with 
multimeter.  

When the electrical wiring is measured off the 
average 7,0cos . For compensation of the power 
factor up to 0,9 at individual compensation, reactive 
power of PUCQC .5,0.. 2  is necessary. The 

necessary power CQ  in [kVAr] is precisely shown table
1.

The practical recommendation is that CQ
should not surpass 90% from the reactive power, 
consumed by the engine when it floats. If that’s not the 
case, when the engine stops, the voltage of the electric 
network would rise over the rated level, because of the 
self-excitation of the system engine-capacitor. 

For compensation of the reactive power of the 
floating transformers, the capacitor the capacitor is 

selected with the formula 
100
0

0
nom

C
SiSQ ,, where  

CQ  and  0S  are respectively the reactive power and the 

full power when the transformer floats; 0i  is the current 
whet floating in percents of the nominal current. More 
precise value of   CQ  , as function of    nomS      for 
pressure transformers and transformers GEAFOL, are 
shown according to DIN in table 2.                                                       
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Table  1. 

                                                Table  2 

B. High harmonics 

I. General information 
High harmonics of voltage appear in synchronous 

generators (because of the presence of magnetic system 
or because of the pulsations in the active layer) or along 
the grid (because of the presence of non-line elements ). 
The influence of the high harmonics in the voltage leads 
to few detrimental consequences: 
)  possibility of voltage resonance (with unacceptable 

increase of the voltage) for some of the high harmonics; 
 b) the harmonics with numbers n=3k (k=1, 2, 3,…) do 
not pass to the three phase systems, connected in the 
shape of a star, which leads to big potential difference 
between the neutral of the generator and the neutral of the 
consumer; 
c) the harmonics with numbers n=3k-1 ( k=1, 2, 3,…) 
form indirect systems, which create resistance moments 
in the asynchronous machines; 
d) cause additional ferromagnetic loses(from currents of 
Foucault and   hysteresis) and so on. 

Sources of high harmonics of currents can 
be grouped in three: 

- powerful semi-conductor devices – rectifiers, inverters,       
thyristor regulators in electric drives etc. 
- arc equipment for welding or for lighting (mercurial or 
fluorescent lamps) I so on; 
-  saturating devices – transformers, engines, generators, 
non-line capacitors and so on. 

 The amplitude of the nth line harmonic equals 

n
AAn

1 , while in three phase systems the non-line 

harmonics keep the ratio of the currents ;.25,0 15 II
;.13,0 17 II ;.09,0 111 II 113 .07,0 II . .

2. The effect when capacitors  for improvement of the 
power factor are used 
 When capacitors are connected in parallel to 
improve cos  current resonance could appear. Most 
dangerous is the case when there is a resonance with the 
basic harmonic. Appropriately connected filters or 
inductive resistances should be connected consequently 
for fading to occur. 
 Considering to the data of the multimeter, the 
computer can calculate what values of the additional 
elements should be included to suppress the resonant 
harmonic. 

Conclusion
 The DMK32 multimeter has the following 

advantages:  

) Compact size; 
b) Easily used; 
c) Five channels for consecutive display, plus light 
emitting diodes   for additional information; 
d) The multimeter has relay outputs, which can perform 
warning or control functions; 
e) Easy configuration of the system computer-multimeter 
, which allows receiving and keeping of a great amount of 
data; 
f) Possibility for system elements control, which improve 
the quality of the production, carrying and consumption if 
electric energy. 
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Hybrid Power Systems with Renewable Energy Sources – Types, 

Structures, Trends for Research and Development 

Vladimir Lazarov, Gilles Notton, Zahari Zarkov, Ivan Bochev 

Abstract: The article deals with the state of the art of a 
hybrid power systems with renewable energy sources 

(HSRES). These systems are classified according to 

different criteria. It has been made a short review of the 
current state of their design, modelling, simulation and 

optimisation. The respective analysis has been made also. 

In conclusion, it has been made a summary of the future 
trends for research and development. 

Keywords: renewable energy, hybrid power systems

Introduction

Variability and random behaviour mark the main 

characteristics of renewable energy sources (RES). 

Nevertheless, there is certain regularity and cyclic 

recurrence in their behaviour. The intensity of the 

different energy sources into time is not the same. In 

general, when one of the sources is intensive, the other 

tends to be extensive, i.e. the sources complement one 

another.  The distribution into time and the intensity of 

the energy sources depend on the meteorological 

conditions of the chosen area, on the season, on the relief, 

etc.

The following definition of a hybrid system with 

renewable energy sources can be suggested. This is a 

power system, using one renewable and one conventional 

energy source or more than one renewable with or 
without conventional energy sources, that works in 

“stand alone” or “grid connected” mode [1], [2], [3], 

[4]. The National electrical energy system is a hybrid 

system. 

HSRES are used for energy production for distant, not 

connected to the common electrical distribution system 

objects, e.g. distribution systems for small islands [5], 

villages [6], hotels, houses [7], as well as the supply of 

telecommunication, meteorological and other stations, 

research laboratories, etc. In connection with the 

distributed generation these systems are being more 

widely used as grid connected systems. Their undisputed 

advantage is the more efficient way of use of the 

disposable renewable energy.  

Classification of HSRES 

According to the presence of conventional energy 

sources:

Hybrid systems with conventional sources – mostly 

the systems, using conventional sources are more 

powerful and responsible; 

Hybrid systems without conventional sources – as a 

general, that kind of systems are relatively low-

power and/or tend to be more irresponsible. If the 

systems are correctly designed and if energy storage 

is provided, they would be able to generate 

sustainable energy. These systems are independent 

of energy sources, which make them especially 

preferred. Hence comes the need to develop reliable 

optimisation models. 

According to the number of the sources – The number 

of the energy sources is one of the factors that define the 

complexity of the HSRES as well as its sustainability and 

efficiency. The large number of sources makes the system 

more complicated, but at the same time leads to an 

increase in the sustainability and energy efficiency.

According to the type of the produced energy: 

Mechanical – each turbine, regardless of its kind 

generates mechanical energy, which later is 

converted to electrical. That mechanical energy can 

be also consumed directly, e.g. for pumping water;  

Electrical – the electrical energy can be easy 

distributed and converted to another type. It can be 

stored and consumed, when is needed. All these 

features rouse a deep interest for the electrical HSRES; 

Thermal – it is used for heating and warming up 

water. Here can be assigned both the systems with 

solar thermal collectors and the ones, using 

geothermal energy; 

Light – providing daylight in buildings through the 

medium of a concentric collector and optic cable [8]; 

Fuel production – a case in point can be hydrogen 

production by means of electrolysis [9] ; 

Mixed – a typical example is a power system with 

solar thermal collector, combined with wind turbine 

and photovoltaics [1], [2], [3], [4].

According to the rated power: 

Low power (less than 1 kW) – they are used for 

telecommunication, meteorological and other 

stations, etc;

Middle power (more than 1 and less than 10 kW) – 

used for the supply of houses, hotels, etc;  

High power (more than 10 kW) – used for the 

supply of isles, towns and villages, which are 

remote from the electricity distribution system, etc.   

According to the energy storage: 

Without storage – they are not profitable, because 

the needs do not coincide with the energy 

availability. Thus, certain amount of the available 

energy remains unused and also the load can easily 

remain without supply; 

With storage – the surplus of the generated electric 

power is stored and used when needed. In this way, 
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the fluctuating nature of the RES is buffered which 

enables the hybrid system to work more effectively. 

The stored energy can be electrical (batteries, 

superconductive magnetic energy storage (SMES)), 

thermal (boiler), mechanical (flywheel), fuel 

conversion (hydrogen) and potential (water tower). 

The fuel cells (FC) provide a clean technology that 

uses hydrogen (from a fuel source) and oxygen 

(from the air) to generate electricity and heat, the 

only basic emission being water vapour. FCs 

suitable for DG operate between 80 and 1 000 ºC 

and in CHP mode can deliver efficiencies of over 

80%. Small (1-10 kW) FCs could be developed for 

residential power generation.  

According to the connection to the distribution grid: 

Grid connected – they must be synchronised with 

the distribution system; 

Stand alone – used for the supply of remote objects. 

Electrical HSRES  

According to the type and configuration of power 

buses, hybrid systems can be defined as AC, DC and 

mixed. They also can be classified as serial and parallel.  

Figure 1 is up to show the serial structure of a hybrid 

system. It is typical for this case that the energy flows are 

unidirectional and passes through the structure of the 

system (from DC to AC bus in the given example). 

Fig.1. Serial structure of a hybrid system. 

Figure 2 represents the parallel structure of a hybrid 

power system. The energy flows in both directions. 

Fig.2. Parallel structure of a hybrid system. 

HSRES face many difficulties due to the 

characteristics of the renewable energy sources and 

especially their variability. On the other hand, hybrid 

systems should meet the same requirements as the 

conventional power systems.  

Fig.3. Modular structure of a hybrid system. 

With the purpose of unification have the modular 

HSRES been created [5]. They possess standard power 

(for example ~230V/50Hz) and information bus and are 

subject to uniform supervisory control. The units are 

connected parallel. 

The modular systems have a high level of modularity 

and flexibility. They should be sustainable and are 

supposed to show stable parameters of produced energy 

(according to the relevant standards). Figure 3 shows the 

general structure of a modular hybrid system. Local mini- 

and microgrids with distributed generation can be created 

using modular technology. 

In the modern systems more widely used are the 

Flexible AC Transmission Systems (FACTS) of a 

different type (SVC, STATCOM, SPS, TCSC, UPFC), 

which increase the flexibility and stability of the system. 

In the future can be expected integration of inverter and 

FACTS functions [17]. 

Common Types of Hybrid Systems 

The Wind – Diesel System is a typical representative 

of a powerful hybrid system (figure 4). It is commonly 

used to supply objects beyond the scope of the electricity 

distribution system (buildings, villages, etc)[6], [11].

Fig.4. Wind – Diesel system. 

The Wind – Photovoltaic (PV) – Diesel System [7],  

[10] is suitable for terrains where both solar and wind 

energy have balanced potential (figure 5). It possesses 

high-energy effectiveness, but at the same time, this type 

of system appears to be more complex.  
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Fig.5. Wind – PV – Diesel system. 

As to the Wind – PV System, its resources have 

predominantly favourable distribution into time (figure 

6). When the wind gets stronger, the solar radiation is 

usually lower, and vice versa.  This trend has been 

observed likewise during the earth’s yearly round. If the 

system is situated on appropriate place, designed 

correctly and energy storage supplied, it can work in a 

highly effective and steady way.  

Fig.6. Wind – PV system. 

Another profitable system providing complex supply is 

the Wind – Photovoltaic System combined with a solar 

thermal collector. The electric power generated by the RES 

is consumed on the one hand by the loads, and on the other 

– by the solar circulating pumps. The surplus electric 

power generated by the wind turbines can be used to heat 

up the water additionally, instead of the alternative to lose 

it in the dump load. This system is especially suitable for 

mountain chalets, villas and hotels [2], [3].  

The configurations described above do not reveal all 

the possibilities for HSRES structure. The option which 

structure to choose depends on a large number of factors 

– renewable energy potential, purpose of the system, 

energy needs, price, etc.  

Design of Hybrid Systems 

The first step in the design of hybrid systems is the 

analysis of the renewable energy potential, which is 

external to the system. Based on both the received 

meteorological measurements and some internal to the 

system factors the most suitable configuration of a 

HSRES is being sought after. Such a configuration 

should assure the sustainable work of the system, 

knockdown price, top return on investment, maximum 

efficiency, etc. 

Among the internal factors are: 

Energy consumption – not only the consumption 

quantity should be examined, but also its distribution into 

time.  

Energy storage – this storage is usually carried out by 

batteries. When the consumption is intensive and the 

batteries capacity is not picked out correctly, an 

interruption in the power supply may appear. Also if the 

capacity is too high, the battery cannot be fully used.  

When choosing a battery, the stored energy should vary 

between 30% and 85% of its rated capacity [12].  

Units selection – this selection is carried out 

according to the specific methodology of the unit type 

(turbine, photovoltaic panel, etc.).  

Based on the above-mentioned, one general 

conclusion could be drawn: the design of HSRES is a 

difficult, multifactor task, whose main goal is to achieve 

an optimum. This task is done according to some 

technical, technological and economical criteria. Creating 

a computer model of the system and using computing 

machinery makes the design process easier and more 

effective.  

Control

When controlling the energy systems with RES, it 

should be taken into account that part of the input 

indicators cannot be controlled. This makes the limited 

and determines the introduction of feedbacks in order to 

increase the system stability. The control can be 

centralised, scattered on the units or combined.  

Batteries, generator with conventional fuel and their 

joint work are more often subject to control. However, 

the control system can be even more complicated. 

According to their course of action, control systems 

are determined as passive or active.  

Passive systems are used with the simple HSRES. 

Most of the existing systems are passive; they work on 

the “on/off” principle.  

Active systems are used with HSRES consisting of a 

large number of components. They measure and calculate 

the input data (meteorological, energy flows). These 

systems are flexible and can work in different modes.  

The information is transmitted by cable, wireless or 

optically. Cables can be different types – coaxial, phone, 

twisted pear or the power cables (power line 

communication). Wireless connection is established by 

radio modems and wireless controllers. As to the optical 

lines, they are built up by optical cables, amplifiers and 

media converters. The way of transmission of the 

information depends on the data amount, distances, unit 

interfaces, and the cost of the lines.  

Actually, control systems work by means of controllers, 

programmable controllers, software, etc. The control 

algorithm is periodically executed – this is a sequence of 

activities that keep the system in a certain mode of work. Its 

complexity depends on the structure of the system and on 

the tasks set before it. Figure 7 represents an example of a 

control algorithm for Wind – Photovoltaic – Diesel system. 

The control system protects the battery from overcharging. It 

switches the exceeded energy to a dump load. If the stored 

energy drops below 30% of the battery capacity, the diesel 

generator switches on.  

Examples for working control systems are: Schneider 

Electric DC Panel – Square D QO [7], Mechron’s Cycle 

Charge [11], products of Xantrex [13], etc. 
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Fig.7. Example of a control algorithm. 

Optimising and Modelling  

To find an optimal configuration and control of 

HSRES an analysis of the multifactor target functions 

should be conducted. Some of those functions are: 

Cost of energy 

(1) ,...),,,,,,,( iiiiii PTREQFCOFnCULfCOE ,

L  – Energy consumption, iCU  – Overall cost of each 

unit, in  – Number of the units of the same type, iCOF  – 

Cost of the fuel, iQF  – Fuel consumption of the units 

€/kWh, RE – Available renewable energy, Ti – Life of the 

unit, iP  – Rated power of the units. 

The return on investment is inversely proportional to 

the cost of energy, i.e. minimizing the energy cost leads 

to maximizing the yield upon investment.  

System sustainability 
The objective is to find a configuration with 

maximum stability, i.e. minimum number of supply 

interruptions.

(2) ,...),,,,( maxmin SESEPRELfErr ii ,

Err  – Number of supply interruptions, iL  – Load with 

its own priority, RE  – Renewable energy, iP  – Power of 

the unit, maxmin , SESE  – Minimum/ maximum stored 

energy.

Fuel consumption / Use of RES  

The objective is to find a configuration with 

maximum use of renewable energy and minimum fuel 

consumption. 

(3)  ,...)),,,,(max( maxmin SESEPRELfREU i ,

(4)  ,...)),,,,(min( maxmin SESEPRELfFC i .

Optimisation done according to this criterion 

increases the ecological conformity of the system, but at 

the same time reduces its stability and leads to a rise of 

the overall cost.  

It is possible to combine different optimisation criteria 

– for example (1) and (2). In this case the target function 

is:

(5)  ))min(),(min( ErrCOEopt

It is also possible to charge different importance to 

every criterion, which will lend variety to the operation 

modes of the hybrid systems.  

The above-mentioned arguments considering target 

functions are the most important factors, which those 

functions depend on.  

An optimized sizing method has been developed and 

it is based on an energy behaviour simulation coupled 

with a cost optimization. The simulation uses a numerical 

method based on an energy balance and a storage 

continuity equations conducing to various possible 

configurations for the HSRES system. The production 

cost is calculated taking into account the inflation rate 

and the configuration producing the kWh with the lowest 

cost is chosen [15].  
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Various parameters are optimized, not only the size of 

the components but also the threshold of engine generator 

run on or off, the strategy of energy flows control, … as 

an example, we show on figure 8 the results of this 

method applied to a wind-diesel-storage hybrid system 

for two types of wind turbines; the optimal rated power of 

the wind turbine and storage capacities with 

corresponding kWh cost are plotted. [16] 

Modelling of a hybrid system means creating a 

computer model of its components, as well as of the 

factors that influence it [14]. The modelling and 

simulation of an already designed or still being designed 

system allow its behaviour to be examined for a short 

period time under different circumstances.  

Some simulations are performed by specialized 

software. Several products that simulate and optimize 

hybrid systems are shown below:  

Hybrid2 

Hybrid2 [14] is designed to study a variety of hybrid 

power systems with different components. The program 

also includes economic analysis tool. The results are 

provided in two levels of output, a summary and a detailed 

time step by time step description of power flows.  

HOMER (Hybrid Optimization Model for Electric 

Renewables) 

It is a computer modelling software, that models the 

work of both off-grid and grid-connected power systems 

for remote, stand-alone, and distributed generation. The 

package models both conventional and renewable energy 

technologies. It performs optimisation and sensitivity 

algorithms, that allow choosing a better configuration of 

the designed system. 

RAPSIM (Remote Area Power Supply Simulator)

A computer modelling product, designed to simulate 

alternative power supply options. The program helps 

sizing PV, wind, diesel stand-alone and hybrid systems. 

For development of new models can be used 

programming languages, as well as Matlab and other 

environments for computer modelling.  

Flexible Hybrid Systems 

Hybrid systems, which can change their structure, 

mode (stand-alone or grid-connected) and control, can be 

defined as flexible.  

The Laboratory for Renewable Energy Sources by the 

Technical University of Sofia, Bulgaria, was created 

within the framework of Project TEMPUS 09704-94. Its 

main purpose is education and research. It disposes of an 

experimental flexible hybrid power system (Figure 9), 

that comprises the following elements: digital 

meteorological station, wind generator, photovoltaics, 

lead-acid battery, inverter-rectifier, solar thermal 

collector with vacuum tubes, monitoring system based on 

hardware from National Instruments. 

The system is flexible, because the disposal units can 

work in a different combination. Moreover, monitoring 

system has been developed [2]; it allows monitoring the 

operation of the system, as well as the meteorological 

conditions for a long period of time. The measured 

indicators (current, voltage, power, meteorological data, 

etc.) are kept in a database [4]. The collected information 

allows analyzing the system work under different weather 

conditions and operation modes, as well as choosing 

suitable control strategy.  

A lot of experiments with the described hybrid system 

have been conducted. As examples, the results for a period 

of 24 hours are presented thereinafter [4]. It has to be 

mentioned that in order to increase the possibilities of the 

hybrid system the wind generator is simulated by a motor-

generator group with an asynchronous generator of the 

same rated power. In that way is used the capability to 

explore the system behaviour having preliminary defined 

wind energy potential [3]. To make it more 

comprehensible, it is assumed that the charging powers are 

taken for positive and the discharging – for negative.  

Figure 10 shows the generated and consumed power, 

as well as the overall power of the DC bus. The results 

are summarized in Table 1. Under the existing conditions 

the produced energy is 2,061 kWh and the consumed is 

3,305 kWh. This means that the battery has lost 1,244 

kWh of its energy. 

Fig.9. Flexible experimental hybrid system of a mixed type (the elements, marked by dashed line will be accomplished in the future).
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Table 1 

Produced and consumed energy during the period 

Sources 

Photovoltaics 1,273 [kWh] 

Wind generator 0,788 [kWh] 

Subtotal Ech 2,061 [kWh] 

Consumers 

DC loads - 0,0091[kWh] 

Inverter -3,296 [kWh] 

Subtotal Edisch -3,305 [kWh] 

Total Ebat -1,244 [kWh] 

The flexibility of the described hybrid system allows 

research of different unit combinations and development 

of methods for design and control under different 

conditions, as well as validation of the results.  

Fig.10. DC Power – produced, consumed, overall

Conclusion
In the present article hybrid systems with renewable 

energy sources are considered. They are classified and 

some special features and problems on their design, 

management and simulation are reviewed.  

In recent years, a trend to a decrease in the cost of 

renewable energy technologies has been observed, which 

comes together with the arisen tendency towards 

distributed generation of energy. Those two factors provide 

the opportunity many solutions to be reconsidered.  

The state of the art shows that in the near future in the 

structures of the hybrid systems will appeared the fuel cells 

and the SMES. The FACTS technologies will interfered 

with the traditional power electronic converters. 

Research work in this field shows that further studies 

should be conducted in the sphere of HSRES with different 

configuration comprising a great number of sources and 

producing both electricity and heat. Using an existing 

computer model of hybrid systems or creating a new ones 

allows an extensive research on their work under different 

conditions and configurations and facilitates their design. It 

is advisable to use flexible experimental systems in order 

to validate the obtained results.  
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Commutation of capacitor circuits at compensation of power factor 

Vasil-Mario Piperov and Galia Georgieva 

Abstract: This article presents in brief a theoretical 
basement of processes in alternating current circuits and 
some contactors for commutation of capacitor circuits. 
They guarantee efficient and stabile action during the 
exploitation of main contacts of contactors of capacitors. 
The pointed figure – Investigation of circuit parameters 
at RLC-load – is used for developing a stand for 
laboratory work. This type of laboratory work gives the 
students visual idea of processes taking place in 
capacitor circuits.

Introduction
  The contactors for capacitors present an essential 

part of the modern industry of electrical apparatuses. 
This article aims to present the investigation of the 
processes that take place during the processes of 
commutation of capacitor circuits. 
The article presents the theory of transient processes 
during the processes of commutation in capacitor circuits, 
the principle of acting and the construction of the 
capacitor.
It is useful for the students to be presented the point of 
the processes (at commutation in capacitor circuits when 
compensated the power factor). Electrical circuit diagram 
is developed and by the means of this diagram the 
parameters are investigated at RLC-load. 
This stand gives the possibility to present the contactors 
for commutation of capacitors and to investigate the 
circuit parameters at real conditions. 

Processes in alternating current circuits 

Process of recharging at circuits with 
alternating current source 

In general, the ohmic resistance R of the wires in 
power-transmission lines and distributing nets for 
alternating current and with great capacity C (see fig.1), 
is small. This means that the voltage drop is significantly 
less then the capacity. 

Fig.1 

In the circuit diagram in fig.1 the distance between the 
contacts B is adjusted in such a way that to be break 
through by the alternating voltage of the source E. Each 

time when the current value of the source voltage reaches 
the value for creating an electric arc Ez, an electric 
sparking jumps between the contacts and the condenser 
charges for a short time up to the voltage of the electric 
sparking Eb. After a short period of time T the electric 
sparking dies out and the capacitor keeps the voltage with 
that meanwhile it has charged. The voltage of the source 
changes and after a certain time it accepts the opposite 
sign. Therefore, the voltage between the contacts 
gradually grows up and finally it reaches a value that is 
enough for a new break through voltage and electric arc. 
Meanwhile the capacitor quickly charges up to a voltage 
that is almost equal to the new current value of the 
voltage of the source. Its value retains after dieing out the 
electric arc till the next recharging that will follow as a 
result of the following change of the voltage of the 
source.

Fig.2 

The process above described is graphically presented in 
fig.2. As soon as the difference between the alternating 
network voltage E and the capacitor voltage Ec reaches 
the value of the firing voltage, the capacitor recharges 
and keeps this new voltage till the next appearance of the 
electric arc. The current flows in the circuit during the 
time intervals hatched in fig.2. Obviously this current is 
not like a sinusoid alternating current. It consists of 
separate picked pulses. Due to the small value of the 
resistance R these pulses begin with jump like short 
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circuit current in circuits without inductivity. The form of 
pulses is shown in fig.2b; their fast fading is due to the 
short time. 
The voltage of the electric arc is equal to: 

(1) eb = e – ec - eR

When there is no electric arc the voltage between the 
contacts is equal to the value of the difference between 
the voltage of source and the voltage of the capacitor. 
During the process of arc firing its voltage is Eb.
Fig.2 shows how the voltage between the contacts varies 
in the course of time. At each arc firing the voltage 
charges with jump to the value of ez – eb. It is seen in 
fig.2 that the form of the curve of capacitor voltage, the 
curve of distance between the contacts and the curve of 
the resistance R ?? has changed despite of the sinusoid 
characteristic of the voltage of the source. The capacitor 
voltage seems to be almost rectangular; the voltage 
between the contacts consists of shifted sinusoids; the 
resistance voltage has the form of pulses of current. 

The relative position of the curves of capacitor 
voltage and the source voltage depends on the value of 
the arc firing voltage. It is accepted in fig.2 that the arc 
firing voltage Ez is approximately 2E. At this value of Ez
the firing may take place when there is an initial charge in 
the capacitor. Otherwise the value of the voltage is 
insufficient for breakdown. Nevertheless the process of 
recharging has started, it will continuously repeat after 
each half-period. The largest value of the firing voltage at 
which it is possible the breakdown to take place, is 
defined by the following formula: 

(2) Ez = 2E - eb

where E means the magnitude of the network voltage. 

If the distance between the contacts is adjusted 
then the capacitor will always recharge at the moment of 
maximum value of the network voltage. Therefore the 
rectangular wave of the capacitor voltage will be shifted 
to a quarter period relative to the sine curve of the 
network voltage. Along with at such adjustment the 
pulses of current will immediately occur with the 
magnitude of network current. In this way the general 
ideas for shifting of the phase of the charge currents 
appears to be out of place for circuits with possible 
electric arches. Other characteristic feature of these 
circuits is the overvoltage that may reach almost twice the 
value of the network voltage – see (2). This overvoltage 
arises between the contacts at the moment of time that 
precedes the firing. This overvoltage is transferred by 
pulses of current to the other parts of the circuit. 

If the duration of the breaking up the contacts is for 
example a half-period (see fig.3) then the voltage jumps 
will be significantly less than 2E. The shortening of the 
time of the braking up the contacts only in small degree 
influences the residual charge of the capacitor and 
therefore the voltage that undergoes the switcher after 

turning off. The overvoltage is equal to the double 
magnitude of the network voltage. It would take place in 
the switcher in case of instantly opening of the contacts 
and without repeated firings. 

Fig.3 

In case of switching on a circuit with high voltage a spark 
arises between the mowing towards each other contacts if 
the value of the firing voltage has dropped to such a 
degree that the working voltage may break out the 
distance between the contacts. If the circuit is slowly 
turned on and there is no initial charge in the capacitor, 
the first firing arises at the moment of the maximum 
value of the sine voltage. The jumps arising at repeated 
firings became smaller and smaller due to the decreasing 
distance between the contacts. This process is shown in 
fig.4. The switching on the non-charged capacitor is not 
as dangerous as its slowly switching off.

Fig.4 

The strong peaks of the current and voltage that arise as 
the arc occurs are due to the keeping of residual charge in 
the capacitor after breaking the current. This happens 
only in case of absence of paths of leakage of the charge. 
If there is a resistance in the circuit that is parallel to the 
capacitor (see fig.5) or to the switcher (see fig.6) then the 
capacitor voltage significantly drops for a half-period. 
Consequently the voltage that causes repeated firing may 
drop to such a small value that the distance between the 
contacts may become unbreakable. 
The capacitor recharges through a by-pass resistance r 
exponentially: 

(3) ec = Ece – t/rC 

After finishing the half-period the capacitor voltage 
changes several times: 
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 (4) rC

C

C e
E
e

2

Fig.5 

Fig.6 
If the by-pass resistance is equal to the reactance of the 
capacitor reactance: 

(5)
C

r 1

then the capacitor voltage drops for a half-period to its 
initial value. In this way the recharge almost completes 
before a possible dangerous repeating firing. If the value 
of the bypass resistance is twice the value in (3) then the 
capacitor voltage will decrease only with 20% of its 
output value and the voltage between the contacts will be 
higher. The protective resistance with value defined in (3) 
makes easier the process of switching off. Furthermore 
this resistance causes appearance of active current with 
the same magnitude as the magnitude of the normal 
capacitor current. Besides the phase shifting of the 
summary current relative to the capacitor decreases from 
90 to 450 that also makes easier the switching off. Each 
active load acts the same way as the bypass resistance 
acts (see fig.5). It follows from this fact that the 
dangerous repeated firings will appear only in the case of 
significant capacity in the circuit. 
There is another way to ease the conditions of switching 
– the consecutive switching on of the resistance which 
value is defined in (3). 

Capacitor contactors 

Heavy duty series 
For switching capacitors only devices should be 

used that are specially designed. Contactors for capacitors 
should be designed to avoid hits between the contacts and 

high instability caused by hits. 
Currents should be limited to
smaller values than the values 
of the rated current of the 
contactor.

Consider the modern 
capacitors the high power and 
reducing of loses lead to low 
inductivity and small 
resistance.

Consider the contactors 
with recharge resistors they are switched by the means of 
the auxiliary contacts made of lead. These auxiliary 
contacts close before the main ones and recharge the 
capacitor. In this way the high currents of the capacitor 
weak at a considerable degree. 

Some characteristic features of the capacitor 
contactors:
- excellent decreasing of the current 
- improving the power factor 
- longer useful life of the main contacts 
- soft switching off the capacitors 
- improving the average life cycle of the system 
- decreasing the ohmic loses 
- stability at high temperatures 

Regular series 

This type of capacitor contactors are used for 
switching the delay capacitors and conventional three-
phase capacitors. 
When switched on the capacity in the alternating current 

circuit the result is a resonance 
diagram delayed at a certain 
degree. In addition to the rated 
current the capacitor takes some 
transient current which value is 
equal to several times of the 
rated current (about 200 times). 
Fast-switching contactors 
should be used. Due to the main 
contacts the peaks of the input 
current are limited or delayed by 
the connected resistance. These 
current peaks may cause fusing 
of the main contacts of the 

contactor and failure of the capacitors. Decreasing of the 
input currents leads to avoiding transient and voltage 
curvatures. The capacitor contactors are suitable for 
direct switching of low inductive capacitors and 
capacitors with low loses that are with or without 
delaying reactors. 

Laboratory stand for investigation 
The electrical diagram shown in fig.7 is used for 

investigation of circuit parameters at different loads. 
Based on this circuit a laboratory stand is developed. The 
diagram consists of two contactors, device for measuring 
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of the circuit parameters, active load – an electric heater, 
linear inductive circuit that is connected only to one 
phase and a capacitor group, connected in spider with 
outside spider center. 
In order to protect the commutating and measuring 
devices and the load, three automatic fuses - each one for 
63A are used. They switch off the circuits in the case of 
short circuit. The circuit is switched off for several 
milliseconds in order to protect the devices from the large 
current in case of short circuit. The values of the current 
in the circuit are not large – they are in the range of 1-4A. 
For protecting the measuring device Lovato-DMK32 
three fuses of 1A are used, one for each phase. 
The circuit is controlled by two contactors. The contactor 
K1 is for 16A, 220V, with two contact systems – main 
and auxiliary. The auxiliary contact system is predicting 
one in order to recharge the capacitor group. The resistors 
R that are in the auxiliary contact system are called blow-
out resistors. They recharge the capacitors after each 
charging.
The contactor K2 is for 80A, 220V. It commutates L and 
R loads and is controlled by the auxiliary contact system 
of the measuring device that is switched on depending on 
the set time delay. The inductance L may be by-passed 
that means the load may change and may be purely 
active.
After supplying with voltage the contactor K1 is switched 
on; it switches on the capacitor group. The necessary 
measurements are done at C-load by a measuring device 
and by a personal computer connected to it. 
In order to have active load the circuit supply is switched 
off at first by the switch K. Again the supply is delivered 
and the measurements are done. 
In order to have an inductive load the procedure must 
repeat; instead of the active load the inductivity I is with 
RLC-loads included. 
The load resistance is not controlled. Due to the nature of 
the resistance (electrical heating) after heating the heating 
wires it is possible to change the resistance at several 

ohms. Bad connections in the circuit should be avoided as 
there is a danger of short circuits and measurement errors. 

Conclusion
The compensation of power factor is of great 

importance for the industry and for the power supply. 
Capacitors are widely used for correction of the power 
factor.

Therefore, this area of capacitor application has 
been continuously developed aiming to improve the 
quality of the electrical power and decreasing of energy 
loses.

This is the reason for developing a stand that may 
be used by the students at their laboratory works. They 
got an idea about the processes taking place in the 
capacitor circuits when compensated the power factor. 
This will harden their knowledge. 
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Geometric nonlinear control of the induction motor

Stanislav Enev 

Abstract: An overview of the differential-geometric 
methods for nonlinear control of the induction motor is 
presented in the paper. Some of the existing approaches 
to input-to-state and input-output feedback linearization 
of the induction motor, along with some simulations 
results are given. 

Keywords: induction motor, differential-geometric 
methods, dynamic feedback linearization, input-output 
linearization. 

Introduction
The induction motor is probably the most widely used 

electric machine in industrial applications due to its 
reliability, ruggedness and relatively low cost. Its control 
however presents an extreme challenge because of the 
highly complicated nonlinear dynamics of the machine. 
These two reasons make it very attractive for control 
researchers and practitioners. A lot of approaches to this 
problem can be found in the literature. The first solutions 
gave the so-called field-oriented control, which consists 
of rewriting the equations of the motor through a 
nonlinear transformation in order to decouple the rotor 
flux and the rotor speed. The disadvantage is that this 
decoupling is valid after the flux is constant. Thus when a 
high dynamic performance is needed their dynamics 
remain nonlinearly coupled. A presentation of two other 
approaches to the control of the induction motor, the 
passivity-based and the flatness-based approaches can be 
found in [2]. 

The goal of this paper is to present a brief overview of 
the differential-geometric methods for control, especially 
the input-output and input-state feedback linearization, 
and the nonlinear control of the induction motor from this 
perspective. A thorough overview of the differential-
geometric control techniques for nonlinear control of 
electric machines can be found in [1].  

In Section 2, both -  and d-q dynamic models of the 
motor are derived. In Section 3, 4 and 5 dynamic 
feedback linearizing transformations and an  input-output 
linearizing controller are presented. In Section 6 are given 
some simulation results. 

Dynamic modeling of the induction motor 
The induction motor considered here is a three-phase 

stator, three-phase short circuited rotor machine. Since a 
squirrel-cage rotor can be represented as a three-phase 
short-circuited one by means of a simple transformation, 
the following considerations are valid for this case too. 
The common assumptions are adopted i.e. symmetrical 
construction, linearity of the magnetic circuits, sinusoidal 
distribution of the field in the air-gap. 

The fundamental equations of the motor are: 

(1)            
123123123

123123123

)(
)(

RRSRSR

RSRSSS

ILIM
IMIL

 ,            

for the fluxes and the currents, 

(2)              
123123123

123123123

0 RRRR

SSSS
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IRV

for the voltages and 

(3)             123123 /)( RSR
T

S IMI  , 

for the torque, where: 
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L

33IrR SS , 33IrR RR ,

)cos(
)cos(

)cos(
)()( 0mMM T

RSSR ,

with )(RSl - the stator(rotor) windings inductances, )(RSr -

the stator(rotor) windings resistances, )(RSm  - mutual 

inductances between the stator (rotor) windings , 33I  - 
unity matrix, 0m - mutual inductance between stator and 
rotor windings , pn  - the electrical angular 
displacement of the rotor, - the rotor angular position, 

)3/2cos( , )3/2cos( .

Applying a transformation given by the Concordia matrix 
for the stator variables: 

SS TXX 123 , where 

2/3
2/3

0

2/1
2/1

1
3/2T ,

and the same transformation followed by a rotation for 
the rotor variables (expressing the rotor variables in the 
fixed -  stator frame), 
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RR XTRX )(123  , 
)cos()sin(
)sin()cos(

)(R

the following equations are obtained: 

(4)      
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, 02/3 mm , SSS mll , RRR mll .

The zero axes equations are neglected since it can be 
shown [8] that they are independent of the other axes 
variables and do not participate in the energy conversion.    

The mechanical equation of the rotor is given by: 

(5)                      cJ L ,               where     
J - the rotor moment of inertia, L - a load torque,        
c - friction coefficient. 
Excluding the stator fluxes and the rotor currents from 
these equations and adopting a common notation for the 
parameters [1],[3],[7], the following dynamic model of 
the induction motor is obtained: 

(6)     
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where the parameters are defined as follows: 

)/( Jlmn Rp , RR lr / , )/( SRllm ,

SRSR llmll /)( 2 , )/()( 222
SRRSR llrmrl .

In [7] high-gain PI controllers are used in order to 
force the currents to follow a reference trajectory. Thus, if 
the tracking is fast enough, the current dynamics 
equations can be neglected and one can achieve current 
command of the motor, with SI  and SI the new inputs, 
which simplifies the design. 

Another transformation leads to the model which 
serves as a basis for the so-called field-oriented control. It 
consists of defining a new reference-frame, the so-called 
d-q - frame by the following transformation matrix:         

       )(RT , where )/arctan( RR , i.e. 
aligning the  - axis with the rotor flux vector. Thus by 
applying: 

           dqXRX )(  one has: 

(7)         
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Again a current command can be achieved by the use of 
PI current control loops, with dI  and qI the new inputs.   
All of the derived models can be put in the following 
general form: 

(8)              2211 )()()( uxguxgxfx , where 

x , )(xf , )(1 xg , )(2 xg , 1u , 2u  are given by the 
corresponding model. 

Feedback linearization of the induction motor 
First, the used notations and some basic theory lying 

behind the input –output and input-state linearization are 
introduced. Let )(xf  and  )(xg : nn RR be two 
vector functions. The Lie bracket of the vector fields f
and g  is given by: xgfxfggf //],[ nR .

Pose ],[ gfgad f  and  ],[ 1gadfgad j
f

j
f .

Let )(xh : RR n  be a scalar function. The Lie 
derivative of h with respect to the vector field f  is 
given by: fhhL f . ,   ]/,,/[ 1 nxhxhh .

Given the system (8) and )(11 xhy , )(22 xhy . The 
system is said to have vector relative degree [4] ),( 21

at 0x  if 0)(xhLL i
k

fg j
, for 20 ik , 2,1i ,
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is nonsingular at 0x . Thus, [4] if a system has well-
defined vector relative degree ),( 21  after 
differentiating 1y , 1 times and 2y , 2 times one has: 
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A control law of the form: 
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(11)             
22

11

2

1

2

1

)(
hLv

hLv
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f
,

transforms the system into two decoupled differential 
equations representing two chains of integrators, 1v  and 

2v  being the new inputs. . The zero dynamics are given 
by [4]: 

(12) 
T

ff hLhLxAggxfx 21
1

21
21)()( .

The system (8) is full-state feedback linearized if 
n21  i.e. there is no zero dynamics. The 

necessary conditions are given by the following 
expressions. 
Define the distributions: 
          )}(),({ 21 xgadxgadspan k

f
k

fi ,

                   ik0 , 1,,0 ni .
The system is feedback linearizable in a neighborhood 
U around 0x  if and only if [5]: 
-  for 1,,0 ni i  has constant dimension in U ;
- 1n  has dimension n ;
-  for 2,,0 ni i is involutive i.e. for any 

2,,0 ni , 2,,0 nj , ),max(,,0 jik
2,1p , the Lie bracket: 

)}(),({],[ 21 xgadxgadspangadgad k
f

k
fp

j
fp

i
f

If the above stated conditions are satisfied, one is able to 
find scalar functions )(1 xh  and )(2 xh  in order to have 

n21  and )(xA  nonsingular.  
The induction motor is not (static) input-state 

linearizable. By performing dynamic extension (adding 
an integrator) in one of the inputs the system is made full-
state linearizable as long certain singularity conditions are 
met. 

Dynamic feedback linearizing transformations
Dynamic feedback linearizing transformations using 

(6), the -  model, are found in [3] for the reduced model 
and in [6] for the full-order model. 

By adding an integrator in the  - axis, the following 
outputs are found: 

(13)       Rh1 , )/(2 mh RR

By adding an integrator in the  - axis one has for the 
output maps: 

 (14)     Rh1 , )/(2 mh RR .

Following (9),(11) for the reduced model, two controllers 
are found with 21  and 22 . As shown in [3], if 
the motor torque is nonzero, one of these controllers is 
nonsingular. The use of this control scheme requires the 
switching between two controllers, and as given by the 

singularity condition, doesn’t provide control with zero 
torque. Another disadvantage of the proposed algorithm 
is that with these outputs and state variables 
 ( 1h , 1h , 2h  , 2h )  the control of the two generally 
targeted for control quantities, i.e. the rotor flux and 
speed, is not evidential.  

A thorough mathematical considerations on the 
input-state linearizing transformations using the d-q 
model is given in [1] and [3]. Here the basic results are 
given and discussed. 

Adding an integrator in the d-axis, for the reduced 
model the state equations become: 
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The output maps are found such that: 

             0212,1 ggh  i. e. 221 .

(16)       dh1 , )/(2
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The decoupling matrix from (9) A  is nonsingular when: 

(17)         02 32
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 In the case of the full-order model the addition of the 
integrator in the d-axis transforms the model into: 
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The same outputs as in the reduced model case are found, 
satisfying: 022112,1 gadggadgh ff  , 
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equivalent to 02,12,1 2,12,1
hLLhL fgg  [5]. Thus , we 

have 321 . Again following (9) and (11), the 
linearizing control law is constructed, with singularity 
condition given by (17), again as in the reduced model 
case.

Although that in this case the singularity condition is 
less restrictive, since it is common to maintain a non-zero 
flux, the speed control is not obvious and the addition of 
the angular position equation  is not possible 
without losing linearity of the system. 

The addition of an integrator in the q-axis yields, for 
the reduced model, the following output maps: 

(19)                1h , 2h , satisfying: 

                 0212,1 ggh  i. e. 221 .

The model equations are not given since they are 
transformed in a similar way(as in the d-axis dynamic 
extension). It is easily seen that in this case the position 
equation can be appended to the system, the system 
remaining feedback linearizable. For position control, we 
have the following: 

(20)              1h , 2h  with,    

            022111 gadggadgh ff ,

            0212 ggh  i. e. 31 , 22 .

Constructing the feedback control law using (9),(11), the 
singularity condition is found to be: 

(21)             0/2 22
dqIm ,

equivalent to the condition of having a non-zero motor 
torque. 

For the full-order model the same output maps for 
both cases (without and with the angular position 
equation in the system), and the same singularity 
condition are found. One has 31 , 32 , and 

41 , 32  for both cases respectively. 
In this case, the control scheme doesn’t provide a way 

of controlling the flux. In order to obtain a position 
control, the load torque must be non-zero. This strategy 
presents another obstacle, due again to the singularity 
condition, when a change of the sign of the motor torque 
is needed. 

A common disadvantage for all of the presented 
dynamic feedback linearizing transformations, especially 
for these using the full-order models, is that (11) yields a 
very complicated control laws, making them hard to 
implement from computational point of view. 

Input-output linearization 
In the case, when a linearizing transformation is 

applied with n21 , the system is only input-
output linearized i.e. the system is made linear between 

the input(s) and the output(s). The issue in this case is to 
guarantee that the zero dynamics, the dynamics of the 

21n state variables made unobservable through 
the transformation [4], is stable. An input-output 
linearization of the induction motor which decouples the 
flux and the speed dynamics is found in [1],[7]. Here, 
another input-output linearizing control law is  presented, 
again using the reduced model in the d-q frame. 

The model of the system is given by: 
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We have the following: 
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,                          for the first output, and 
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for the second output. 
The decoupling matrix is given by: 
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and )/(1)det( dmA . Thus the matrix is 
nonsingular as long as the flux is not zero. 

The feedback control law is given by (9),(11), 
yielding: 
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 where dv  and qv  are the new current inputs. The 
application of this feedback linearizing law yields the 
following system: 

(25)                          
qd

d

v

v
,

which is linear and decoupled system as seen from the 
equations. The zero dynamics, given by (12) are: 

(26)       )/())/(( 22
dLdp JmJmcn .

The stability of (26) is not a issue  since  is an angle. 
This approach provides control of the position(speed ) 

and the flux of the motor and yields a much simpler 
controller than those constructed by the dynamic 
feedback linearization approach . The singularity 
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condition isn’t an obstacle since it is common to maintain 
a non-zero flux. 

Simulations

As an example, here are presented some transient 
responses of the motor using the described input-output 
linearizing controller. Generally, the rotor flux and the 
load torque are not available for measurement but since 
the observers for electric machines are not the subject of 
this paper, in this simulation all of the state variables are 
supposed measured and the load torque zero. In [9] is 
shown that an observer with arbitrary exponential speed 
of convergence for the flux can be conceived. A lot of 
load torque observer realizations can be found in the 
literature. For the simulation the same motor as in [8] is 
selected. The motor parameters are as follows: 

Hm 0813.0 , HlS 084.0 , HlR 0852.0 ,

842.0Rr , 687.0Sr , 203.0 kgmJ , 2pn
120014.0 skgmc .

In the outer control loops, P controller is used for the 
flux control subsystem and a lead transient controller for 
the position control subsystem. The results of the 
simulation are presented in Fig. 1. 

Conclusion
A brief presentation of the dynamic feedback 

linearization and the input-output linearization, as 
differential-geometric methods for the nonlinear control 

of the induction motor is given in the paper. A common 
disadvantage of the dynamic feedback linearizing 
transformations is the complexity of the obtained 
controllers. Most of them do not provide control (present 
a singularity) when the motor torque is zero which is 
quite restrictive from application point of view. Not in the 
last place, the generally targeted for control variables, the 
rotor speed (position) and flux, are not part or are 
“hidden” in the transformed state variables, which 
reduces the benefits of having a linear system as a result 
of the transformation. Input-output linearizing controller 
presented here is much simpler, with an easily avoided 
singularity, providing a decoupled control of the rotor 
speed and flux. The stability of the zero dynamics is not 
relevant, because of the nature of the unobservable 
variable, an angle in this case. The simulation results 
show the good dynamic performance of the motor.  
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Finite Element Analysis of Linear Actuator  
with Moving Permanent Magnet  

Ivan YATCHEV, Krastio HINOV, Georgi DIKOV, Stoiko KRASTEV, Dimitar ATANASOV 

Abstract: Linear actuator with moving permanent magnet 
has been studied. The actuator consists of two 
ferromagnetic cores with coils placed in slots of the inner 
parts of the cores. A permanent magnet is moving 
between the cores. Finite element method has been used 
for magnetic field analysis and for obtaining the static 
force characteristics of the actuator. Results are obtained 
for two principle constructions of the actuator. The 
influence of different geometric parameters on the force 
characteristics is also estimated. 

Keywords: Linear actuators, permanent magnets, 
electromagnetic force, finite element method. 

Introduction
 Development of the technologies for production of 

rare-earth permanent magnets gives possibilities for 
combining the traditional features of the polarized 
electromagnetic systems with the new high-energy 
properties of the rare-earth magnets [1-7]. The main 
problems for their application are connected with the 
difficulties i\with magnetizing the magnets, in case of 
radial magnetizing of toroids. That is why significant 
interest can be seen in constructions that allow 
employment of permanent magnets of prismatic shape. 
One such a construction is with moving permanent 
magnet. 

In the present paper, force characteristics of two 
constructions of linear actuators of different slot shapes 
and moving permanent magnet are obtained and 
compared.  

Studied Constructions 
The principal construction of the actuator is two 

ferromagnetic cores and exciting coils placed on the cores 
– Fig. 1. The permanent magnet is located between the 
cores and moves in longitudinal direction. It is rare-earth 
NdFeB magnet. On the inner side of the cores there are 
slots, where the coils are located. The two studied 
constructions are of different shape of these slots.  First 
one is with open slots of rectangular shape, as shown in 
Fig. 1. The second one is with closed slots, as shown in 
Fig. 2. 

The displacement x of the mover is considered from 
its symmetry position. Some dimensions are fixed - the 
dimensions of the permanent magnet, the air gap , the 
length and the height of the cores. The slot width a, slot 
height b and distance between slots c are varied. 

Fig.1. Principal construction of the actuator 

1 – cores, 2 – coils, 3 – permanent magnet 

.

Fig.2. Construction with closed slots with field map 

Finite Element Modelling 
The finite element method has been employed for 

magnetic field analysis and force computation. Two-
dimensional magnetic field problem is solved as non-
linear, taking into account the properties of the core 
material and the permanent magnet. Homogeneous 
Dirichlet boundary conditions are imposed on the 
boundary of a buffer zone around the actuator. The 
electromagnetic force is obtained using Maxwell stress 
tensor approach. 

For solving the problem the program FEMM [8] 
version 3.3 has been employed. For automating the 
computations a program in Lua Script® language is 
developed, which allows obtaining results for series of 
positions of the mover. For keeping accuracy level of the 
force computation, at each position of the mover a region 
of denser mesh around the mover is created and the force 
is computed by generating the integration contour within 
this region. 

+-

a

b

c h

21 3
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Force-Stroke Characteristics 
The force-stroke characteristics are obtained for 

dimensions of the permanent magnet 20x4 mm, air gap 
0.5 mm, current density in the coils 12 A/mm2 and stroke 

20mm from the symmetry position of the mover. The 
number of nodes of the finite element mesh was about 15 
000.  

The results for force-stroke characteristics of the two 
constructions under variation of some dimensions are 
shown in Fig. 3 to Fig. 15. The dimensions varied are slot 
width a, slot height b and tooth width c. The number of 
slots n is also given. 
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Fig.3. Construction with closed slots, =2.5, =2.5, h=10, 
n=13.
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Fig.4. Construction with closed slots, =2, =2, h=10, n=16. 
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Fig.5. Construction with closed slots, =3, =3, h=9, n=11 
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Fig.8. Construction with open slots, =2.5, =2.5, h=10, n=13 
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Fig.10. Construction with open slots, b=3, h=10, n=13. 
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Fig.11. Construction with open slots, =3, =3, h=10, n=11 
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Fig.12. Constructions with closed( . .) and open( . .) slots,
a=2.5, c=2.5, b=3, h=10, n=13 
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Fig.13. Constructions with closed( . .) and open( . .) slots,
a=2.5, c=2.5, b=6, h=10, n=13. 
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Fig.14. Constructions with closed( . .) and open( . .) slots,
a=2, c=2, b=3, h=10, n=16. 
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Fig.15. Constructions with closed( . .) and open( . .) slots,
a=2, c=2, b=6, h=10, n=16. 

Increasing the slot height at equal other conditions 
leads increase in the force for both constructions. The 
force pulsations with the stroke are also grater. 

Increasing the slot height at equal other conditions 
leads increase in the force for both constructions. The 
force pulsations with the stroke are also grater. 

For both constructions increasing the slot width and 
decreasing the tooth width leads to greater force. 

The construction with open slots gives about 2 times 
greater electromagnetic force. 

Conclusions 
The computer modelling and the obtained results 

show that there is significant influence of the varied 
geometric dimensions on the force-stroke characteristics 
of the actuator. This allows obtaining different 
characteristics depending on the application. 

The comparison between the two studied 
constructions shows definite advantage of the one with 
open slots in terms of greater electromagnetic force. 
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Influence of Some Constructive Parameters on the Electromagnetic 
Force of a Solenoid Actuator

Dimitar DIMITROV, Kamen YANEV, Ivan YATCHEV  

Abstract: Two constructions of a solenoid actuator have 
been studied with different positions of the spring. The 
influence of different constructive parameters on the 
electromagnetic force acting on the plunger has been 
estimated. The magnetic field of the actuator has been 
studied using the finite element method. Maxwell stress 
tensor approach has been employed for force 
computation. The contribution to the total force of the 
different force components has been estimated. Force-
stroke characteristics are also obtained.. 

Keywords: Solenoid actuators, electromagnetic force, 
finite element method. 

Introduction
Solenoid actuators are widespread electrical apparatus 

and have numerous applications in different areas [1-3]. 
Usually their force-stroke characteristics are of interest 
both for researchers and for manufacturers that embed 
such actuators in their production.  

Finite element method has become the most popular 
one for modelling the magnetic field and computation of 
the electromagnetic force in actuators [4-7]. 

In the present paper, the finite element method has 
been employed for the force computation of a kind of 
solenoid actuators and the force components have been 
estimated with the variation of some constructive 
parameters. 

.

Studied Actuator 
The mover of the studied actuator consists of an 

armature and fixed to it non-magnetic lever system, 
which passes through the stopper. The return spring can 
be placed on at least two places – at the stopper (Fig. 1a) 
or outside – at the transverse part of the armature – Fig. 
1b. Each of the above mentioned two variants has its 
advantages and drawbacks concerning control and 
adjustment of the spring, value of the initial and final 
electromagnetic force, different values of the air gaps, 
etc.

The study is carried out under DC voltage supply of 
the coil, the current density in the coil being j = 3.55 
A/mm2. As the control circuits connected to the actuator 
are of short duty, the core could be made of solid material 
at AC supply. In this case shading ring can be mounted. 

a)

b)
Fig.1.  Two principle constructions of the solenoid actuator.
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Mathematical Model and Approach 
The magnetic field of the actuator is assumed to be 

axisymmetric and pseudo-Poissonian equation is to be 
solved in cylindrical r, ,z co-ordinate system in the form: 

(1) J
z
rA

rzr
rA

rr
where 

 is the reluctivity; 

A, J are the -components of the magnetic vector 
potential and the current density. 

For the magnetic field modelling of the actuator the 
finite element method and the program FEMM [8,9] have 
been employed. Typical field map is shown in Fig. 2. 

Fig.2.  Typical field map.

Maxwell stress tensor approach is used for the 
computation of the electromagnetic force. The total force 
ftot acting on the armature can be considered as composed 
of four components as shown in Fig. 3. 

Results
The study has been carried out by varying some of the 

constructive parameters. The values of the parameters for 
the different variants are shown in Table 1. 

R2opt is the value of R2 for which maximal value of the 
total force on the armature is obtained. 

The results are shown in Fig. 4 a, b and c. 

f3

f4

f2 f1

f tot

Fig.3.  Force components.

Table 1 

Variant 
No. 

R3
[mm] 

R2
[mm] 
range 

opt. 
R2

[mm] 
1

[mm] 
2

[mm] 

1 4,75 5÷7 6 0,1 2 
2 5,00 5÷7 6 0,1 2 
3 5,25 5,5÷7 6,25 0,1 2 
4 5,00 5,5÷7,5 7 0,2 2 
5 5,25 5,5÷7,5 7,00 0,2 2 
6 5,50 6÷7,5 7 0,2 2 
7 6,00 6,5÷8 7,5 0,2 2 
8 6,00 6÷8 8 0,5 1 
9 6,00 6,5÷8 8 1 1 

10 6,00 6,5÷8 8 0,5 0,5 
11 4,75 5÷7 7 3 4,9 
12 5,25 5,5÷7 7 3 4,9 

ftot=f(R2) at 1=0,1mm 2=2mm
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Fig 4a. 
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ftot=f(R2) at 1=0,2mm 2=2mm
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Fig 4b.  

ftot=f(R2) at 2=1mm
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The contributions of the force components to the 
total force for variants 1,3 and 10 are shown in Fig. 5 a, 
b, and c. 
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Fig 5a. Force and its components at R3=4,75 mm ;  1=0,1mm;
2=2 mm – Variant 1 
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Fig 5b. Force and its components at R3=5,25 mm ;  
1=0,1 mm ;  2=2 mm – Variant 3
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Fig 5c. Force and its components at R3=6,00 mm ;  
1=0,5 mm ;  2=0,5 mm – Variant 10

For the rest of the variants at parameters, for which 
the force is maximal, the force components are shown in 
Table 2. 

Table 2 

Fig. Variant f1
[N] 

f2
[N] 

f3
[N] 

f4
[N] 

2 0,058 2,382 0,094 0,725 
4 0,035 1,188 0,102 0,732 
5 0,035 1,267 0,098 0,711 
6 0,045 1,304 0,099 0,702 

1a

7 0,040 1,287 0,099 0,707 
8 0,058 0,883 0,140 1,837 
9 0,036 0,384 0,119 1,617 

11 0,001 0,006 0,032 0,179 1b

12 0,002 0,012 0,029 0,156 

The force-stroke characteristics for variants 1, 2, and 
3 are shown in Fig. 6 a), variants 4, 5, 6 ,7 – in Fig. 6 b), 
and for variants 8, 9 and 10 – in Fig. 6c). 

.
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Experiments are also carried out to verify the 
computed results. The comparison shows good 
agreement between computed and measured forces. 

Conclusions 
The main results obtained in the paper are: 
The values of the radius of the transverse part of the 
armature, for which the electromagnetic force is 
maximal, are obtained. They depend also on the other 
constructive parameters. 
The force components are obtained as well as their 
dependence on the constructive parameters. 
The force-stroke characteristics are obtained for all 
studied variants of the actuator. 
These results could be of help when designing 

solenoid actuators for embedding in more complex 
systems. 
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MATEEV Valentin 330 
MATLAC Ioan 444 
MEHMED-HAMZA Mediha 491, 497 
MESE Erkan 346 
MEUNIER Gérard 321, 340 
MICU Dan Doru 327 
MIHAILOV Nicolay 38, 201, 418 
MIHOV Miho 233, 469 
MILOŠEVI  Nenad 336 
MIRAOUI Abdellatif 257 
MIRON Liliana 444 
MIRON Mihai 223, 444 
MLADENOVIC Ana N. 350 
MOJSOSKA Natasa 286 
MOSHTAGH Jamal 289 
MUSELLI Marc 413 

N
NAUMOV Velko 40 
NEDELTCHEVA Stefka 413 
NICOLA Doru Adrian 18, 125, 317 
NICOLAE Petre-Marian 144 
NICOLAE Ileana-Diana 144 
NIKOLIC Zorica 336 
NIKOLIC Bojana Z. 361 
NIKOLOV Nikolai 367, 371 
NIKOLOV* Nikolai 479 
NIKOLOVA Kamelia 189 
NOTOV Petko 59, 63 
NOTTON Gilles 405, 413, 515 

O
ÖZDEMIR Mehmet 448 

P
PACHAMANOV Angel 189, 374 
PANIKHIN Michail 283 
PARBAUD Serge 335 
PARLAK Koray ener 448 
PAVLOV Bozhidar 72 
PEARSICA Marian 115, 180 
PENKOV D. 426 
PERI  Mirjana T. 361 
PETKANCHIN Lazar 422 
PETKOV Tsvetozar 160 
PETKOVSKA Lidija 298, 303 
PETRAKIEVA Simona 355 
PIPEROV Nikolay 378 
PIPEROV Vasil-Mario 378, 512, 521 
POGGI Philippe 405, 413, 483 
POPA Gabriel Nicolae 53, 382, 403 
POPA Iosif 53, 403 
POPA Valentin 195 
POPOV Victor V. 49 
POPOV Marian 207 
POPOVA Nataliya 335 

R
RAISON B. 426 
RANGELOV Yulian 72 
RATZ Neli 189, 374 
RATZ Emil 233, 374 
ROGNON J.-P. 426 

S
SAMUELSSON Olof 76 
SAPUNDJIEV Georgi 355 
SARAC Vasilija 303 
SARNO Claude 335 
SCHAEFFER Christian 169, 435 
SIMION Emil 327 
SÎRBU Ioana-Gabriela 144 
SLAVTCHEV Yanko 174 
SOKOLOV Emil 211 
SOLOVIOV Vyacheslav 487 
SOTIROV Dimitar 215 
SPASOV Radoslav 220 
SPIROV Dimitar 31, 149, 155 
SPIROVSKI Mile 92 
STANCHEV Georgie 512 
STANCHEVA Rumena 293 
STANEV Rad 59, 63 
STANEV Iliya 309 
STOYANOV Valentin 201 
STOYANOV Ivaylo 418 
STOYANOV L. 426 
STRÎMBU Constantin 223, 227 

T
TAHRILOV Hristofor 371 



TEKE Ahmet 103 
TIRIAN Ovidiu 382 
TODOROV George 220 
TOKUNC Onur 98 
TRENKOV Vasil 457 
TSUKAMOTO Osami P-VI 
TUMAY Mehmet 98, 103, 501 
TZENEVA Raina 174, 388 
TZVETKOVA Svetlana 81 

V
VASSEUR Christian 119 
VIET Dang Bang 461 
VIOREL Ioan-Adrian 257 
VITAN Viorel-Dumitru 144 
VLADIMIROV Pencho 31, 149, 155 

W
WALLY Olivier 483 
WANG Haoping 119 

Y
YANEV Kamen 535 
YATCHEV Ivan 531, 535 
YETGIN A. Gökhan 24, 237 
YILMAZ Kadir 8, 14, 346 
YONNET Jean Paul 163 

Z
ZARKOV Zahari 272, 515 
ZDROJEWSKI Antoni 278 
ŽIVKOVIC Milan 336 
ZORLU Sibel 24 





TECHNICAL UNIVERSITY OF VARNA 

The Technical University of Varna is the 
second largest state technical university in 

Bulgaria with its over 7.000 students. 
The University is situated on an area of 

189,000 sq.m. The University disposes of 11 
buildings where the education and sport 

processes are conducted, 3 students' hostels 
and a canteen. The education process is 

conducted in 86 lecture halls and 176 
laboratories, situated on 26,300 sq.m. Since its 

establishment in 1962 more than 31,000 
undergraduates and postgraduates have 
completed their academic studies at the 
University, including 630 foreigners from 49 

countries. 
During its long history the Technical University of Varna won recognition as a prestigious 

research center with its own place in Bulgarian science and technology. 
The structure of the University consists of 8 faculties with 31 departments, 2 colleges, Foreign 

Languages Department, University Center of Foreign Students, Center for Obtaining Professional
Qualification, Francophone Center, Department for Qualification, Computing Center, University 

Library, Sport Hall and etc. 
The training is provided by 454 lecturers, 199 of them are professors and associate professors. 

The majors offered by the University are as follows: 

Computer Systems and Technologies. The curriculum is developed in accordance with the one at 
Aberdeen University, Dundee, Scotland and there is an opportunity to obtain two diplomas; 

Communication Engineering and Technologies;
Electronics; 

Automation, Information and Control Technologies;
Navigation; 

Fleet and Port Operation;
Marine Engineering;

Shipbuilding and Marine Technologies;
Mechanical Engineering Equipment and Technologies;

Mechanical and Tool Engineering; 
Transport Machines and Technologies;

Heat Technologies;
Electrical Power Engineering and Equipment; 

Electrical Engineering;
Engineering Design; 

Industrial Management; 
Ecology, Marine and Environmental Conservation;
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Address: 
Veliko Tarnovo 5000 

73, Nikola Gabrovski St. 
tel./fax: 00359 62/ 642845 

tel.: 00359 62/ 641963, 641951 
fax: 00359 62/ 644861 

e-mail: elmot1@vt.bia-bg.com
http://elmot.dir.bg

Managing Director: 
Mrs.Elisaveta Nikolova 

For contacts: 
Bistra Petkova 

Chief of Sales Dapartment 
Established: 1967

Number of Employees: 600
Business: 

Design, manufacturing, sale and 
service of hoisting machines and 

spare parts for them. 

Products:
 Electric wire rope hoists with 

capacity from 1 up to 32 t
 Asynchronous AC brake motors 
with conical rotor and power from 

0.12 to 30 kW
 Ex-proof motors with power up to 8 

kW
 Reduction gears, geared motors, 
couplings, overload limiters, crane 

cits and other components
 Electric winches with capacity from 

100 to 1000 kg
 Spare parts for electric hoists and 

electric motors.
All products are CE marked. 



“Elprom – ILEP” Ltd. 
For the purpose of Conformity Assessment and certification 

For your technical file 

For your Declaration of conformity

CHOOSE, THRUST YOUR PREFERRED PARTNER

Safety of electrical equipment and machinery 

Energy efficiency of household and similar electrical appliances 

Electro-physical indexes of electro-insulation materials 

Electro-static characteristics of materials and products 

Reliability of electrical and electronic engineering 
________________________

43 “Cherni Vrah” blvd., Sofia 1407,
“Testing Laboratory for                                                        tel./fax: +359 /2/ 868 32 95
Electro-technical products”                                            e-mail: ilep@abv.bg
                                                                  mobile: +359 88/ 865 25 34; +359 88/ 725 25 03

“Elprom – ILEP” Ltd.
PREFFERED PARTNER OF MANUFACTURERS, MERCHANTS, 
IMPORTERS AND EXPORTERS 
Nikolay Popov – Manager of “Elprom – ILEP” Ltd. 
The area of activity of the company is: "Production testing, Conformity Assessment of production, 
activities related to quality management". 

In essence “Elprom -ILEP” Ltd. is an actual and valid legal identification of "Testing laboratory for 
electro-technical production" ILEP. ILEP, as part of “Elprom - ILEP” Ltd. is the natural and only legal 
successor of ILEP as part of “Elprom - IEP” JSC (since 1995 ILEP is the public name by which the 
company is known domestic and abroad on the market of “production testing” service) and back in 
time with all the previous names of the laboratories of “Institute for electro-technical industry”. 

The major activity of “Elprom - IEP” JSC is development and production of electro-insulation materials, 
fill-in compounds, premixes and shaped details, electro-technical products, details and components, 
electro-magnetical brakes for asynchronous and customized electrical engines, commercial activities 
(including import), with customized electro-insulation materials, copper wires and specialized elements 
for clients in the electro industry, energetics, mining and other. Since year of 2000 for the purpose of 
the testing activities there had been created “Testing laboratory for electro-technical production” as 
part of the newly founded company “Elprom -ILEP” Ltd. In 2000 ILEP is registered under No 500021 in 
the Information department (TICQA Conformity Assessment Activity) of the European Organization for 
Conformity Assessment (EOTC) with headquarters in Brussels. 

In its activities “Elprom -ILEP” Ltd. follows its stated policy for client satisfaction regarding to the 
planned, comprehensive and quality testing as long as the overall quality of the service offered by 
ILEP - all in accordance to the constantly changing requirements of the society and other 



requirements regarding the environment etc. All those requirements are in the name of setting a 
competence standard in the sector, the successful adoption on the Bulgarian market as long as for 
better quality of its clients’ products and their image not only on domestic market but abroad too. 

ILEP as part of “Elprom - ILEP” Ltd. conducts testing for: 

- Safety, for type tests, for the purpose of Conformity Assessment and certification of: 

 household and similar electrical appliances; 
 automatic electrical controls for household and similar use; 
 audio, video and similar electronic apparatus; 
 IT and office equipment; 
 amusement machines and personal service machines; 
 electrical equipment for measurement, control and laboratory use; 
 devices for electrical installations; 
 electrical medical devices; 
 machinery and devices for furniture, tailoring, textile, food, perfume, cosmetics and 

pharmaceutical industries; 
 electrical appliances for low voltage; 
 low-voltage switchgear and controlgear assemblies and other. 

- Energy efficiency of household and similar electrical appliances for the purpose of Conformity 
Assessment, for acquisition of correct and competitive information regarding the energy consumption, 
in accordance to the directives for labeling of the household and similar electrical appliances (Global 
approach); 

- Electro-static characteristics of materials, products and personal protective equipment; 
- Electro-physical indexes of electro-insulation materials; 
- Reliability of electrical and electronic engineering;

For the abovementioned activities ILEP is sub-contractor for “Bodies for conformity assessment” and 
“Bodies for certification of products”. 

The true assessment of our activities is the clients’ satisfaction which, no doubt to the facts, is 
achieved. Some of the persistent clients of “Elprom - ILEP” Ltd. are leaders and major manufacturers 
of electrical equipment and household and similar electrical appliances in Bulgaria. Some are form 
Great Britain, Greece, Turkey and Macedonia. Some others are Bulgarian “Bodies for conformity 
assessment” and “Bodies for certification of products”. 

__________________________
Additional information:
“Elprom – ILEP” Ltd. 
43 “Cherni Vrah” blvd., Sofia 1407 
tel./fax: +359 /2/ 868 32 95 
e-mail: ilep@abv.bg
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           D I T -  M  Ltd. 
                                        BULGARIA,1124 Sofia,9LeonardoDaVinci str  
                         Tel/fax: ++359 2/943-47-16 ;943-47-46 

             E-mail: dit1@datacom.bg
          Web - page: www.ditm.visa.bg

DIT – M Ltd. – DIAGNOSTICS, ENGINEERING,

TECHNOLOGIES – MANAGEMENT

The company was established in 1995, at first as a company for diagnostics and repairs of power 

transformers and autotransformers on the field. 

At present DIT-M Ltd can guarantee high quality work and professional performance on modern 

technological level in the following activities: 

 power transformers; 

 high-voltage bushings for 

transformers; 

 on load tap changers 

(OLTC); 

 diagnostics of high-voltage 

engines, hydrogenerators 

and turbogenerators; 

 reconstruction of electric 

power supply units of 0.4 

kV; 6 kV; 20 kV; 

 consulting services. 

The company is an official representative for Bulgaria of next companies: 

 Omicron electronics GmbH Austria; 

 Imas Nuova – Italy; 

 Diveco – Slovenia; 

 Dalekovod – Croatia; 

 TESMEC – Italy. 

 DIT-M 



In this activity DIT-M Ltd has reliable foreign partners: 

 Scientific Electric Institute of Moscow; 

 Moscow plant Izolator JSC; 

 Transformator JSC – Toliaty, Russia; 

 Electrosila JSC – St. Petersburg, Russia; 

 Energoservise JSC - St. Petersburg, Russia; 

 Zaporijsky Transformer Plant – Zaporijie, Ukraine; 

 THYSSEN GmbH – Germany; 

 PASSONY & VILLA – Italy; 

 Company IPDD – Minnesota, USA; 

 On the base of our business contacts we are able to deliver: 

- all equipment for power transformers; 

- measurement devices; 

- machines and devices for erection cable lines, air transmissions lines to 400kV and optic lines; 

- spare parts for transformers and generators; 

- switching equipment 

 For these ten years we have performed 

many diagnostics and repair work in: 

 NPP Kozlodui; 

 TPP Maritza-iztok 2; 

 TPP Maritza-iztok 3; 

 PSHPP Chaira; 

 National Electrical Company 

 TPP Varna 

 We have fulfilled a number of Contracts in Macedonia, Lebanon, Egypt and so on. 

 More detailed information you can find on our web page: www.ditm.visa.bg



  ELPROM HARMANLI JSCo 
: Headquaters: 

1592  1592 Sofia 
.: “ ”  14 14 Asen Yordanov Blvd. 
.: 02 9651 220, 9651 235 tel.: +359 2 9651 220, 9651 235 

: 02 9651 234           fax: +359 2 9651 234 
e-mail: sales@elprommotors.com         e-mail: sales@elprommotors.com 
     info@elprommotors.com            info@elprommotors.com
www.elprommotors.com          www.elprommotors.com

: Executive: 
 –  Boris Boyadjiev – Executive Director 

: Contact person: 
 –  Lyubka Bayova – Sales Director  

 1976 The company was established in 1976 

: Scope of activity:  
,  Design, development and production 

 of standard and special-purpose  
 single-phase and three-phase asynchronous 

 electric motors           
        

: Products: 
-  - ASR /with starting and running capacitor/, 

:    AS /with starting capacitor/ and  
SR / /,   AR /with running capacitor/  
S / /  series of single-phase asynchronous electric 
R / /. motors. 

-  - AT series of three-phase asynchronous electric  
.  motors. 

- . - A series of special purpose electric motors. 

:  Production units:  
6450  6450 Harmanli 

. “ ”  99 99 Bulgaria Blvd. 
.: 0373 3029, 2938 tel.: +359 373 3029, 2938 

: 0373 2150 fax: +359 373 2150 

4006  4006 Plovdiv 
. “ ”  18 18 Woodrow Wilson Str. 
.: 032 682 737 tel.: +359 32 682 737 

: 032 683 254 fax: +359 32 683 254 

: ISO 9001:2000 Certificated: ISO 9001:2000                  
: N, IEC,  Standards: BDS EN, IEC, GOST etc. 
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